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VOLUME I. BASIC CONCEPTS OF SIMULATION

Volume I of the Transportation System Simulation Manual (TSSM) introduces the basic
concepts of simulation: what it is, how and when it is typically used, and what it involves. It is
intended to be a source of information for readers who are not familiar with simulation-based
analyses and need a quick review of the basics before they can tackle the more technical issues
covered in Volume II. As such, Volume I is a highly compressed summary of what might be
covered in a beginning graduate-level course on simulation analyses.

Since such a compressed summary cannot possibly educate readers on all the details of
simulation analysis, this volume points to additional sources, outside the TSSM, that readers
should consult to gain additional insights into the bases for simulation models and ideas about
how they can and should be employed.

Chapter 1 defines simulation and describes the differences between simulation and analytic
approaches to performance analysis. It describes the conditions when simulation is used and
refers the reader to various (Federal Highway Administration) FHWA reports for deciding on the
appropriate analysis approach.

Chapter 2 describes the various levels of aggregation or resolution at which simulation can be
applied: macroscopic, mesoscopic, and microscopic. The similarities and differences among the
different resolutions of simulation modeling are described. Multi-scale and multi-resolution
modeling are described.

Chapter 3 provides an overview of basic simulation concepts.
Chapter 4 provides short briefings on a collection of issues typically encountered in simulation.

Practitioners will find it worthwhile to review the topics listed in this chapter to see if their
specific issues are covered and how to avoid or at least anticipate simulation issues as they arise.






CHAPTER 1. WHAT IS SIMULATION?

This chapter provides a definition of simulation. It illustrates how simulation is different from
analytical analyses and describes how the two techniques can be used together. It illustrates
when and why simulation is useful and the benefits and costs. It also provides examples of
situations where simulation has been used, why it was chosen, how it was employed, and the
reasons it was beneficial.

1.1 DISTINCTIONS BETWEEN SIMULATION AND ANALYTIC ANALYSES

Simulation is the “imitation of the operation of a real-world process or system over time” (Banks
1998). The key words in this definition are over time. Analytic analyses predict the average
system performance over a selected time duration or for a specific point in time.

The key difference between the two analysis approaches is that simulation splits up time into a
series of intervals, or steps, and has the system’s operation and performance unfold across them,
from one time step to the next. The length of the time steps can be all the same, in the case of a
time-based simulation, or varied in length, in the case of an event-driven simulation. An example
of the first would be the simulation of a vehicle moving along a highway where, in every time
step, its status—Ilocation, speed, acceleration, and deceleration—is updated and the new forces to
be applied are determined. An example of the latter is a pre-timed traffic signal’s operation,
where the status is the combination of light indications, and nothing changes until the end of
each interval is reached. In a typical microscopic, time-based simulation, the length of each time
step is often one-tenth of a second, so that vehicle dynamics and signal timing events can be
modeled accurately. (In one-tenth of a second at 60 miles per hour (mph), a vehicle moves 8.8
feet; many signal timing parameters, such as gap times, are specified in one-tenth of a second.)
In an event-based simulation model, the lengths of the time steps are determined by how long it
is until the next vehicle arrives at a downstream stop line or a change in traffic signal status
arises, or some other event.

That said, the distinction between simulation and analytic approaches is blurry. For example, a
simulation analysis often employs analytic equations to evaluate conditions within each small
time period, and analytic analyses for several time periods may be linked together in a
simulation-like manner. A couple examples may help distinguish between the two (follow along
on Figure 1):

1. If the Highway Capacity Manual (HCM) is used to solve for the average delay at a signal
for the peak hour, this is an analytical assessment.
2. However, if the HCM method is used in the following way, it resembles a simulation.

a. Split the peak hour into four 15-minute subperiods and apply the HCM method to
each one. So far, this is still an analytical approach, but one that is repeated four
times instead of done just once.

b. Then, use the HCM results from the first 15-minute period as inputs for the
second 15-minute period, etcetera. Now the HCM is being used in a simulation



style. The carryover of queued vehicles from one 15-minute time period to the
next is the reason this is true.
3. Finally, if a Monte Carlo-based' technique is used within the analytical subprocesses to
capture the effects of uncertainties in the analytical relationships between inputs and
performance outputs, then this is a simulation-based analysis.

The HCM method cited in Figure 1lis an example of one of many analytic approaches that may
employ simulation as part of the procedure.

Analytic Approach HCM Analysis for One Hour

HCM HCM HCM HCM
Analytic Approach
Repeated 4 Times
(Not simulation)

HCM fo\ HCM £\ HCM f\ HCM

Hybrid Simulation-
Analytic Approach

Monte Ql Monte Monte Monte
CarIo Carlo Carlo Carlo

Figure 1. Illustration. The differences between simulation and analytic approaches.

Full Simulation
Approach

Source: FHWA.

Macroscopic, mesoscopic, or microscopic simulation methods may also be applied in a
stochastic or deterministic manner. In the latter case, the use of random numbers and Monte
Carlo-style value sampling is omitted. For example, the truck travel time estimation method
employed in the Mixed Flow Model of the HCM employs a deterministic microscopic simulation
model to compute travel times for trucks across undulating grades (Essentially the hybrid
simulation analytic approach shown in Figure 1 but without employing an HCM macroscopic
analysis methodology.) (Dowling et al. 2014).

! Monte Carlo techniques use repeated random sampling to obtain results.

4



Computer simulation uses an abstract representation of the system, captured in logical
relationships, that describes the system in such a way that its behavior can be predicted. The
simulation model uses virtual objects, called entities, to represent the way in which objects
interact, through time and across space, in a manner that mimics the way in which the system
behaves in real life.

The logic and rules that define how that interaction takes place are also referred to as simulation
algorithms. Most of these algorithms are stochastic in nature, in that one or more of the algorithm
parameters are subject to random variability. The inputs to simulation algorithms are the current
state of the system, with the logic predicting changes to the system state in the next time step.

1.2  WHEN SHOULD SIMULATION BE USED?

The choice between analysis approaches (simulation or analytical) is covered in depth in two
FHWA resources in the Traffic Analysis Toolbox series:

* Volume [: Traffic Analysis Tools Primer (Alexiadis et al. 2004).
e  Volume II: Decision Support Methodology for Selecting Traffic Analysis Tools
(Jeannotte et al. 2004).

The essential message of these two documents is that the analyst
should use simulation whenever and wherever it seems the most cost-
effective approach to achieving the desired level of accuracy in
predicted traffic system performance. Often, a motivation is that the
interactions between parts of the system are too complex to study
analytically; or the cascading effects of varying demand across time
cannot be addressed analytically. Note that more than cost needs to
be considered. The data must be available to make the simulation-

Simulation should be
used when it is the
most cost-effective

approach to achieving

the desired accuracy
with the appropriate
sensitivities.

based analysis possible. The selected modeling approach must have
the appropriate sensitivities to issues and options of concern to the analyst. For example,
simulation may be the best (or only) choice when the complexity of the interactions within the
system exceed the ability of available analytic approaches to obtain a solution.

Some examples of situations where one or the other (or both) of these approaches are appropriate
are:

* Analytical: An isolated intersection where congestion does not exceed 1 hour, and
downstream congestion does not affect the operation of the upstream signal; this can be
evaluated using an analytic approach, like the HCM.

o However, if the analyst wishes to test dynamic traffic responsive transportation
system management and operations (TSMO) strategies to reduce fluctuations in
delay due to demand surges, incidents, and weather, then a simulation analysis
might be most cost-effective tool to use.

* Simulation: An intersection where downstream congestion, or left-turn pocket queues
overflow into the through lanes involves complex relationships; this is an illustration of a
situation where simulation is quite appropriate.



Analytical: A freeway without mainline queuing during the peak hour; this may be most
cost-effectively evaluated as isolated pieces (basic, merge, diverge, and weaving
sections) using the HCM analytic methods for isolated freeway segments.

o However, if dynamic TSMO strategies are to be tested, then a simulation analysis

might be most cost-effective.

Analytical: A freeway with some mainline queuing that does not last beyond the peak
period and does not spill back to on-ramp intersections would require a system analysis
using a hybrid simulation and analytical approach, such as the HCM’s Freeway System
Analysis method.
Simulation: A freeway with off-ramp queues spilling back onto the freeway mainline

involves complex lane-by-lane queueing relationships is most cost-effectively evaluated
using simulation.



CHAPTER 2. WHAT ARE THE AVAILABLE SIMULATION OPTIONS?

This chapter explains available options for conducting simulation analyses. The main options for
simulation relate to the degree of aggregation employed: microscopic, mesoscopic, and
macroscopic. This chapter also talks about multi-resolution simulation and agent-based
simulation. It provides examples of situations where and why these modeling options have been
employed. It also illustrates the differences among the input requirements and the types of
outputs provided.

A more extensive discussion of the options can be found in the first two volumes of the Federal
Highway Administration’s (FHWA) Traffic Analysis Toolbox series:

*  Volume I: Traffic Analysis Tools Primer (2004).
¢ Volume II: Decision Support Methodology for Selecting Traffic Analysis Tools (2004).

Traditionally, simulation models for transportation applications are classified according to the
level of detail with which they represent the traffic stream. The three principal types of
simulation tools are:

*  Microscopic models.
*  Mesoscopic models.
* Macroscopic models.

The principal difference between the three resolutions is tied to the level of detail
with which the network is represented; which directly affects computational
efficiency and the size of the network and duration of time to which the model
can be applied, as illustrated in

Figure 2.



Regional patterns and mode
shift; Transit analysis capability

Traveler information, HOT
lanes, congestion pricing and
regional diversion patterns

Traffic control strategies such
as ramp metering and arterial
traffic signal control

Microscopt

Source: FHWA.

Figure 2. Diagram. The varying demand modeling and traffic analysis simulation
resolutions.

A brief overview of each level of analysis is given in the following sections.
2.1 MICROSCOPIC TRAFFIC ANALYSIS MODELS

Microscopic models of traffic flow represent the movement of each individual vehicle in the
traffic stream. Changes in the state of every vehicle are modeled. The microscopic algorithms
predict how each vehicle will behave in response to other vehicles, roadway geometry, and
traffic control objects in the network. The basic microscopic algorithms include modeling car-
following behavior, acceleration and deceleration, lane changing behavior, gap acceptance
behavior, routing behavior, and reaction to traffic control devices. The state of the simulated
system or network emerges from the aggregate of these individual microscopic decisions, rather
than being predicted directly.

The exquisite detail of microsimulation enables the modeling of a wide variety of phenomena,
including changes in vehicle technology that may affect individual driving behavior (such as car
following and lane changing). This is illustrated by the Traffic Flow Theory Monograph (FHWA
2015), Barcelo (2010), and Traffic Analysis Toolbox (FHWA 2015).

2.2 MESOSCOPIC TRAFFIC ANALYSIS MODELS

Mesoscopic models of traffic flow also focus on the movement of individual vehicles, but at a
more aggregate level. Their individual behavior is not modeled explicitly. The simulation
algorithms estimate changes in the state of a link or segment, as in its density, flow rate, or
average speed. The prediction of the future state of a link or segment is based on macroscopic
traffic stream models, which are a function of the density of vehicles on the link. These traffic
stream models are applied to each vehicle on the link so that they move to the next time step,



individually and collectively, in accordance with the findings from the macroscopic analysis. As
such, mesoscopic models fall between macroscopic and microscopic models, providing a greater
resolution than the former, and greater computational efficiency and reduced processing time
relative to the latter.

An example of mesoscopic modeling of traffic operations is the manner in which one simulation
software estimates the arrival pattern at the downstream signal for vehicles entering at the
upstream entry to the link (University of Florida McTrans 2018; TRL Software - TRANSYT
2018). As shown in Figure 3, the second-by-second arrival rates of vehicles is converted into an
arrival pattern per cycle. The arrival pattern gradually flattens as the traffic moves down the link
using assumed platoon dispersion factors until the downstream signal arrival pattern is obtained.
The signal indications determine the signal discharge pattern by turn movement, which becomes
the arrival patterns for the entries to the downstream links.

m_ i .

. Signal Signal

Source: FHWA.
Figure 3. Diagram. TRANSYT-7F mesoscopic approach to simulating arrival patterns.
2.3 MACROSCOPIC TRAFFIC ANALYSIS MODELS

Macroscopic models focus on vehicle flow rates, or the movement of streams of vehicles across
time and through space. The variables are typically flow rates, speeds, and densities defined
across time and space. To illustrate, time might be divided into 1-second steps and space divided
into one-tenth-mile segments. Macroscopic algorithms are governed by the paradigm of
conservation theory or continuity theory (no vehicles are created or destroyed). The flow rate,
speed, and density of the segment in time step & for segment 7 is determined by the values of
those variables in time step k-1 for segment # as well as segments n-/ and n+1. If the vehicle
density on a freeway was 90 vehicles per mile lane (veh/mi/ln) and it had three lanes, then in a
one-tenth-mile segment, there would be 27 vehicles. In a microscopic simulation model, the
movement of each vehicle would be represented, but in the macroscopic model, only three
variables are involved. This means much larger size networks can be modeled because far fewer
variables are involved. Macroscopic models can be useful for very large networks, or for sketch-
planning applications that predict corridor or networkwide performance, including the effects of
traffic management strategies. Macroscopic models are also appropriate in the development of



traffic management and control systems and can be used to estimate and predict average traffic
flow characteristics. It should be noted that, although the representation of traffic is typically
macroscopic, the behavioral rules describe the dynamics of the flow may be microscopic (e.g.,
gas-kinetic models). There is limited guidance in current practice on the use of macroscopic
simulation models (Barcelo 2010).

The Highway Capacity Manual (HCM)? Freeway Facility Analysis Method is an example of a
macroscopic simulation model. Analysis results for individual segments and time slices are
propagated to adjacent segments and time slices (Transportation Research Board 2016).

2.4 DYNAMIC TRAFFIC ASSIGNMENT

Dynamic traffic assignment (DTA) is a feature, often incorporated in simulation models, that
allows the path choices (and potentially departure times) to be altered during the simulation. This
feature helps with the analysis of incident response strategies. It is often included in mesoscopic
models, but it can also be found in both microscopic and macroscopic models. Mesoscopic
models do not have to employ DTA, and DTA can be applied at all three levels, including
microscopic and macroscopic. Refer to Barcelo (2010) and Traffic Analysis Toolbox (FHWA
2015) for further guidance. The greater computational agility of mesoscopic simulation models
enables the easier incorporation of DTA, compared to microscopic, and it is often used to
represent the dynamic aspects of demand behavior such as rerouting and peak spreading due to
congestion.

2.5 SIMILARITIES AND DIFFERENCES AMONG MODEL RESOLUTIONS

Table 1 summarizes key features, similarities, and differences among the three independent
resolution levels. As shown in this figure, each level of simulation modeling has certain
advantages over the others for specific modeling tasks. However, it is also true that there is a
great deal of overlap in the capabilities of the different levels of resolution for simulation. The
analyst can also combine models of different resolutions, using a multi-resolution approach to
obtain the analytical results of microscopic simulation along with the computational speeds of
mesoscopic or macroscopic simulation. Finally, any simulation model can be linked to a demand
model to obtain forecasted demands.

2 Sixth Edition of the Highway Capacity Manual.
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Table 1. Similarities and differences of simulation model resolution types.

Macroscopic Mesoscopic Microscopic
Appropriate size | Regionwide, corridor, Same as Subarea, corridor, facility,
of network facility macroscopic segment, or intersection
Network Link/node level Link/node level Detailed lanes and connectors,
resolution lane by lane and turn lanes
Computational Requires comparatively Intermediate Requires more computations;
complexity fewer computations; between therefore, most efficient on
therefore, can efficiently macroscopic and | smaller networks
cover large networks microscopic
resolutions
Vehicle Traffic stream models Traffic stream Vehicle-to-vehicle interaction
interaction models
models
Representation No Varies Yes
of individual
vehicles
Functionality Long and short-range Areawide Detailed operations
planning operations,
traffic diversions
Time scale Typically, the finest level Varies Typically, split-second by
considered is 15 minutes; split-second analysis with
results can be aggregated results aggregated as desired
to longer time periods
Level of detail Directly outputs static, Can produce Very detailed (can be lane by

average system
performance results; can
also output link and
intersection turn
movement specific
results; capacity is an
input

both static and
dynamic
performance
results

lane); dynamic performance
outputs must be aggregated to
obtain macroscopic results;
queue discharge capacity
output only when and where
queues are present
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Table 1. Similarities and differences of simulation model resolution types. (continuation)

Macroscopic Mesoscopic Microscopic

Number of Can be many May be several Often just a few

scenarios

modeled

Demand Regional traffic operations Subarea models can | Microscopic models

modeling network analysis or handle demand generally have very limited

capabilities simulation models linked to changes within the demand modeling
demand models can best subarea being capabilities (generally only
evaluate the trip generation, modeled but cannot | rerouting within the
distribution, mode choice, address regional subarea); demand modeling
and routing impacts of effects capabilities can be added by
changes in highway linking microscopic model to
operations demand model

2.6 MULTI-SCALE AND MULTI-RESOLUTION MODELING

Multi-scale or multi-resolution models attempt to obtain the advantages of modeling some
phenomena that are best handled at the regional level (such as travel demand) while retaining the
ability to microscopically evaluate traffic operations. The key is to obtain the improved accuracy
without paying too high a price in terms of extra study resources, including added computer run
times.

With advances in computational efficiency and increased development of commercial simulation
tools, the lines between the three classic types begin to blur. Emerging technologies often feature
multi-scale or hybrid simulations, which combine mesoscopic or macroscopic models for most
of the network and microscopic models in the areas of interest (subarea analysis). Hybrid models
have the benefits of providing the user with one platform or interface and letting the user scale
the level of detail for a specific application. As such, they combine the high fidelity of
microsimulation in areas of specific interest, with the ability to more accurately represent routing
decisions of the surrounding areas and the overall network.

Multi-resolution modeling may link together a regional demand model (that models link traffic
operations at the macroscopic level), a mesoscopic simulation model (that employs DTA to
refine the demand forecasts coming out of the demand model), and a microscopic simulation
model to more precisely model traffic operations at the intersection, segment, and lane level.
For more information on multi-resolution modeling, see the FHWA report on Effective
Integration of Analysis, Modeling, and Simulation Tools (Nevers et al. 2013).
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CHAPTER 3. PRINCIPLES OF SIMULATION

This chapter presents a brief introduction to the principles upon which microscopic, mesoscopic,
and macroscopic simulation models are based.

3.1 BASIC SIMULATION CONCEPTS

This section describes the basic ideas upon which all simulation models are based. The material
is largely based on two sources: part 5 of the Highway Capacity Manual (HCM) (Transportation
Research Board 2000), which talked about simulation in a general sense, and a book (Kelton et
al. 2010) that describes how to use a general purpose simulation software package called Arena.

Entities or Agents

Most simulation models are based on the use of entities or agents (which are like avatars in
computer games). In a microscopic simulation model, the vehicles are entities, and there may be
others. Entities can move around in the simulation, alter their statuses, affect the statuses of the
system or other entities, and can be affected by other entities. They are typically the source of
data used to generate performance measure output from the simulation. Entities are defined by
the user and generated by the model. They move around for some time and then leave the system
and/or are disposed at the end of the simulation. In all cases, these entities must be created either
by the user or automatically by the software. In transportation simulations, entities can include
vehicles, pedestrians, cyclists, transit vehicles, etc. (see Figure 4).

Attributes (Length, Max. Speed, width, etc.)
State Variables (Current Speed, etc.)

Event: Vehicle Enters Link

Entity or Agent

Connectivity (Network) Resource Consumed

>¥ Attributes (Length, width, speed limit, capacity, etc.)
State Variables (occupied, etc.)

Source: FHWA.

Figure 4. Illustration. Basic simulation concepts.
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Attributes

Attributes create the identities of the entities. An attribute is a characteristic. It can define the
driving style, a weight, horsepower, communication capability (equipped or unequipped), or
anything else the simulation model needs to know to properly represent the way an entity
behaves. In a microscopic simulation model, the vehicles (entities) have car-following behavior
parameters that affect how they behave. Typically, attributes are captured by parameters that
have specific values. The values can be different from one entity to another. It is up to the user to
decide what attributes the entities need to have, to name them, attach values to them, change
them as suitable, and then use them when it is time to do so.

Network, Links, and Nodes

In transportation simulation models, the entities (e.g., the vehicles) typically move across a
predefined network. In many instances, the network consists of links, nodes, and connectors.
Links contain attributes about the number of lanes, lane width, grade, etc., used in various
simulation algorithms to allow or control movement of entities. An intersection or junction of
two links can be represented by a node (common in macroscopic and mesoscopic simulation), or
by a series of connectors (more common in microsimulation) to allow movement from one link
to another. The combination of links, nodes, and connectors in the simulation network represents
the physical infrastructure upon which other control elements in the simulation are configured. In
some multimodal simulations (e.g., pedestrian crowd modeling) the network may also include
areas, zones, and obstacles that define where entities can and cannot move.

State Variables

A state variable is an item of information that indicates the status of some aspect of the system.
In contrast to attributes, state variables are not necessarily tied to specific entities. Rather, they
can relate to the system at large. Examples include the location and speed of the vehicles, the
occupancy of a parking lot, the status of the signal timing at an intersection, or the status of an
incident. The set of state variables identified (enumerated) is sufficient if it completely and
unequivocally defines the status of the system at a specific point in time. By knowing the values
of this set of state variables, nothing important about the status of the system is unknown.

Resources

Resources are objects the entities use. Entities either occupy or seize (take possession of)
resources, and then release them as they move through the system. A resource might be a
specific space on the highway, a position in queue, space within an intersection, or space in a
storage facility. Typically, two entities cannot have or occupy the same resource at the same
time. Throughout the simulation, entities seize resources when available, do what they need to do
using the resource(s), and then release them when finished. If more than one resource exists, like
the number of parking spaces in a parking lot, each one is called a unit of that resource.
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Events

Events are the things that happen. An example would be a vehicle passing over a detector.
Events occur at specific points in (simulated) time. The status of the system changes when an
event occurs. An attribute may alter its value, a decision may be made, or data may be collected.
There are many possibilities. More than one event can occur at the same time. Making sure that
events take place in chronological order is critical to ensure the simulation takes place correctly.
Otherwise, the simulation results are invalid.

Simulation Clock

A clock is used by the simulation model to keep track of time. The clock may mimic real time
(e.g., start at 3 p.m. and run until 8 p.m.), or it may keep track of relative time (e.g., start at 0
minutes and run until 300 minutes). Most, if not all, simulation clocks advance time in small
units, called time steps or intervals, like the ticking of the second hand on a wall clock. The time
steps can be of the same duration, or to save simulation time, they can sometimes be of varying
durations to speed up overall processing time

Processing Logic

The processing logic determines how the state of the system changes with time. Different types
of processing logic exist, such as preset if-then rules (common in microscopic simulation),
evolving rules that change over time (e.g., agent-based simulation), or predictive equations
(common in macroscopic simulation).

Performance Measures

Performance measures (or measures of effectiveness) are the metrics by which the user monitors
the performance of the system. Performance measures can be tied to different levels of detail:
system, subarea, corridor, facility, link, and node (intersection). Examples include total delay,
system average speed, queue lengths, total energy consumption, emissions, noise levels, and
travel times. Other examples include volume-to-capacity (V/C) ratios for critical facilities, like
bottleneck locations, that are often congested.

3.2 TIME, SPACE, AND STATE EVOLUTION

This section describes how simulation models are based on the evolution of a system’s status quo
across time and space. It does this in the context of macroscopic, mesoscopic, and microscopic
models. This helps illustrate how these modeling paradigms are different. It talks about the
variables used to represent the system, how they vary by model type, and how the values of those
variables are updated as simulation time progresses. It also talks about the issue of granularity,
the representations of time and space, how different levels of granularity affect the level of
resolution in the system representation and how it affects the results that can be obtained.
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Treatment of Time

The treatment of time is particularly important in simulation models. Since time does not
progress continuously in simulation models as it does in the real world, rules are needed to
determine how time will advance. Two options are the most common. In the first, time advances
in small steps that are always the same size (e.g., 0.1 second). This is called time-based
simulation. In the second, time advances in variable size steps from one event to the next. This is
called event-based simulation. For further guidance, refer to Traffic Flow Theory Monograph
(2015) and HCM (2000).

Generally, a time step-based simulation uses fixed duration time steps, and the simulation clock
advances at these fixed steps (typically one second or fractions of a second). Most transportation
simulations (both microscopic and mesoscopic) are time-based. Event-based simulations on the
other hand are driven by specific (scheduled) events, and generally no computations are
performed between events. For example, in the simulation model for a toll booth, the events
might be: arrival at back of queue, arrival at first-in-queue, entry into the server, and release from
the server. Nothing of any significance transpires in between these events. The simulation model
uses random variables to determine when each vehicle will enter the system (join the back of
queue) and how long it will spend being processed (from two separate random distributions). It
uses this information to schedule the events. Because nothing happens in between these events,
no computations are performed to enhance computational efficiency.

Using math symbols, time can be described as advancing from time #, the k" value of time to
time fx+7, the k + I° value of time. The increment of time, or time step, can either be of a
constant size 4t (e.g., 0.1 second) in the case of time-based simulations or of variable size At
(i.e., 4t is not constant, but varies with k) in the instance of event-based simulations. That is, a
time-based simulation has a constant step size, such that #x+; = # + 4¢; and an event-based
simulation has variable sizes for the time steps, tx+; = tx + At

In either case, it is assumed that no decisions need to be made between # and #x+;. That is, the
state of the system at #-; can be completely determined by the status quo at # and the decisions
that were made at that point in time. Put another way, there has to be certainty about how the
state of the system is going to change between # and #-;. Nothing of significance can be
overlooked or missed.

For example, assume a vehicle at position di at time # with a velocity vk (speed and direction)
and an acceleration gx. The underline indicates that these variables are vectors—they have both a
direction and a magnitude—that describe movement in three dimensional space. These pieces of
information make it possible with certainty to predict where the vehicle will be at time #-; and
how fast it will be traveling, that is di+; and v+;. At time #+7, a new acceleration value can be
obtained ax+; and the process can repeat. This holds true for all vehicles in the system.

Put differently, if the time is incremented correctly, nothing happens to the status of the system
between # and #+; that is not accounted for by evaluating the system status at # and then moving
the system forward in time by A4t or A#. Or alternately, if the times in between # and #+; were
examined, the state of the system that pertains at #+; would be the same.
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Time-Based Simulation

Simulation models that are time-based have a constant value for the time increment, Az.
Microscopic traffic simulation models are almost always of this type. The motivation is the fact
that vehicles are moving in time and space, and that representing their kinematics (position,
speed, acceleration) is very important. The time step increment is typically set at A¢ equal to 0.1
second. Such a time step is short enough that nothing about the vehicle dynamics is likely to be
missed or misrepresented, and the signal timing will be consistent with what happens in the real
world.

For example, at 70 mph, a vehicle is traveling approximately 10 feet in 0.1 second. That is less
than a vehicle length and/or the length of a detector. It is not likely that the movement of the
vehicle will be misrepresented or a detector actuation will be missed. Insofar as signal timing is
concerned, many controllers allow users to enter control values to the nearest 0.1 second. So if
the At is set to 0.1 second, the simulated behavior of the controller will closely match that of the
real world.

Discrete Event Simulation

Discrete event simulation models use a variable 4t that is a function of the (variable) event-
driven time step size, k, and such becomes At Events become the significant decision-making
points, not time. The model steps from one event to the next and skips over the time in between.
Queueing simulation models are often set up this way. In these simulations, the only things that
can happen are: a) a new entity joins the queue, b) an entity begins its processing by the server,
or ¢) an entity finishes its processing by the server. Hence, the model can step from one event to
the next and no detail of the simulation will have been missed. An event list keeps track of the
times when events are scheduled to happen. This ensures that no events are missed. The model
can have thousands of entities, servers, and queues; but the only thing the model must keep track
of is: When does the next event occur?

Source: FHWA.

A. Subfigure of pre-timed signal modeled as discrete event simulation.

Source: FHWA.
B. Subfigure of actuated signal modeled as time-based simulation.

Figure 5 presents a comparison of discrete event simulation and time-based simulation, using an
example of a pre-timed traffic signal and a traffic-actuated signal, respectively.
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A. Subfigure of pre-timed signal modeled as discrete event simulation.
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B. Subfigure of actuated signal modeled as time-based simulation.
Figure 5. Illustration. Time-based and discrete event simulations.
Spatial Aggregation

Vehicle trip origins and destinations may be aggregated within a simulation model into groups of
street links within a general area (such as a traffic analysis zone), or they may be assigned to
specific street links. The link origins and destinations may be further disaggregated to specific
parking lots and driveways. Generally, the finer the level of aggregation, the longer the
processing times to simulate a given time period and the more precise the simulation model can
be in predicting traffic on specific links.

The position of a vehicle within a link may be represented macroscopically, as being somewhere
within a cell within a link (cellular automata), or microscopically, as being at a specific location,
an exact number of feet downstream of the link’s beginning end, and lane number.

Uncertainty Content

Simulation models are either deterministic or stochastic. If the model is deterministic, then no
randomness exists. The event sequence is the same every time the model is run and the outcomes
do not vary. If the model is stochastic, then randomness exists in one or more places. The event
sequences can vary from one simulation run to another. As a result, the outcomes can be, and
typically are, different (Traffic Flow Theory Monograph 2015).
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Deterministic

A good example of a deterministic simulation model is one that predicts the travel times for
vehicles traversing vertical and horizontal alignments. Forces are applied to make the vehicle
accelerate or decelerate, so that it stops where it is supposed to, and it does not exceed the
designated speed limits. The objective is to estimate travel times. A good example is the
kinematics model used to estimate truck times for the mixed flow model in the HCM (2016).
Another deterministic example simulates the operation of a pre-timed traffic signal. The number
of cycles that occur during the simulation of a given amount of time is always the same. The
amount of green cycles given to any given approach is also always the same, etc. All of the
events, e.g., the durations of the green, yellow, and red intervals, always have the same
durations. The event sequence is always the same. The entity interactions are defined by if-then
relationships. Such simulation models have known inputs and they produce results that are
always the same unless something about the model is changed. Oftentimes, these deterministic
processes can be part of a larger stochastic simulation, such as a pre-timed signal in an otherwise
stochastic simulation.

Stochastic

Stochastic models have randomness in one or more aspects of the logic. Queueing models are a
good example: the headways between arrivals vary; the service time varies from one entity to the
next, and as a result, the outcome varies. Random numbers are drawn from random number
generators to determine what transpires. The average delay may be large for one run and much
smaller for another.

In the context of a traffic simulation model, different vehicles may take different amounts of time
to traverse a given section of freeway. Their decisions about lane changing may be probabilistic.
With stochastic models, different values and decisions arise at each time step in each model run.
Multiple runs are needed to obtain meaningful results. Simulation runs must be repeated until
enough data are collected so that the predictions of system metrics are defensible. In the end, the
distribution of the outputs is most important. Means and variances are important. The likelihood
that a given outcome is going to be obtained is important. Section 5 discusses these concepts and
implications for analysts in greater detail.

Queuing Models

Queueing is often a major focus of traffic simulation models. Vehicles queue upstream of
freeway bottlenecks. They queue at signals while the light is red. Queues also arise in parking
lots, upstream of incidents and work zones, and at toll booths.

A good reference on queueing models is Introduction to Transportation Analysis, Modeling, and
Simulation (Moller 2015).

Some arterial network simulation models are effectively queuing models. Vehicles advance from
one intersection approach to the next, and at each one they join the queue, advance to the stop
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bar, and are then released. Other instances where queues arise include toll booths, freeway
ramps, parking lot entrances and exits, and transit stops.

Queuing System Parameters and Performance Measures

Every queue has three major components: the queue, server, and entities in the queue. Entities
enter the system by joining the queue. They then wait to be serviced, receive their servicing, and
depart (leave the system). Descriptive parameters include the distribution of the headways
between arrivals, the distribution of the servicing times, the discipline used for queuing, and the
number of servers that exist. A few of the more common measures of performance are as
follows:

* Average headway: the average time between arrivals (based on the distribution of the
headways).

* Average service time: the average amount of time required by the server to service an
entity (based on the distribution of the service times).

* Average time in queue: the average amount of time that entities typically spend in queue
waiting to be served.

* Average time in system: the average amount of time that entities typically spend in the
system from joining the back of queue until being released by the server.

¢ Utilization rate: the percentage of time the server is busy.

* Throughput: the number of entities that leave the system per unit time.

* Mean queue length: the average length of the queue in vehicles or as a distance.

Note that while the list above describes average performance measures, the random nature of
simulation and associated distribution of performance measures allows analysts to also compute
varying percentiles from those distributions. For queuing systems, 85th percentile or 95th
percentile queue lengths are commonly used as outputs that, in turn, drive the design and sizing
of storage bays (e.g., length of a left-turn pocket at an intersection).

Queuing Disciplines

Queuing disciplines determine which entities will be processed after they join the queue.

First in, first out (FIFO), or first come, first served (FCFS), is a queuing discipline in which the
entities (vehicles, passengers, etc.) that arrive first are serviced first. This is the typical queuing
discipline in traffic. The vehicles waiting in queue at an intersection stop bar is a good example
of this type of queue.

Queue jumping may be implemented in the field where bicycles or transit vehicles and other
priority users may be allowed to bypass the queue of other vehicles. High occupancy vehicle
(HOV) lanes at a bottleneck may be another example of queue jumping.

There are also several other queueing disciplines in the literature not commonly seen in traffic

simulation: last in, first out (LIFO); random; round robin scheduling; priority queue; and shortest
activity first.
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For further reading on queueing theory, see the textbooks Traffic Flow Fundamentals (May
1990) or Introduction to Queuing Theory (Cooper 1981).

3.3 INPUT DATA
This section summarizes information on input data provided in Chapter 6. of volume II. Table 2
below summarizes data employed by the various types of models. Note that for completeness,

the table includes both input data and data required for model calibration. Readers should consult
chapter 6 for a fuller discussion of input data needs and sources.

Table 2. Summary of input and calibration data needs by simulation type.

Data Description
Physical system inputs Road and intersection geometry; vehicle fleet characteristics
Traffic control inputs Speed limits; intersection controls

Turn moves; major mid-block driveway volumes; and/or origin-

Demand inputs destination table; vehicle mix (heavy vehicles, buses, etc.)

Calibration/validation Link speeds; travel times; link volumes; queue discharge flows;
data start and end times of queues; maximum queue length

Driver characteristics (aggressiveness); for macroscopic and
mesoscopic simulation: capacity and free-flow speeds; for
microscopic simulation: minimum headways and free-flow
speeds

Calibration parameters

The basic data needs are similar for simulation, whether it is performed at the microscopic,
mesoscopic, or macroscopic level. The primary difference is in the temporal and geographic
resolution required. Macroscopic analysis can typically use hourly demand and signal timing
data while microscopic analysis may require 5—15 minute detail. See Chapter 6. for more details.

3.4 PERFORMANCE MEASUREMENT

Performance measures are the outputs and metrics used to evaluate and quantify the performance
of the system under study. However, each simulation software package computes performance
measures in slightly different ways. It is thus important that users are aware of the definitions of
various performance measures and their differences. This assures that they can understand the
results provided by one package, and compare them to the results seen in other packages and in
the field. A thorough understanding of performance measures is also critical for calibration and
validation, and to assure that definitions between field-measured data and the simulation are
compatible. For some performance measures, including delay and queue lengths, getting
consistent measurements between field and simulation can be quite challenging (volatility of
queues in the field; numerous parameters in the simulation model affecting queuing).

The most common performance metrics include:
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Travel times, travel rates, and their distributions.

Delays and delay distributions.

Spot speeds, space-based speeds, and their distributions.
Queue lengths and their distributions.

A wide variety of metrics can be collected. The ones listed above are almost always included, but
others include the number of stops, signal timing performance, lane utilization data, or even full
trajectory output.® From the trajectory-level detail, simulation outputs can also readily be used to
assess environmental impacts like air and noise pollution, or even to evaluate crash and incident
rates (i.e., changes in these rates due to the alternatives considered). For simulation models with
(dynamic) traffic assignment capabilities, shifts, increases or decreases in traffic demands are
key outputs of interest.

Issue: Selection of Performance Metrics

In selecting performance measures, critical decisions include the need to:

* Determine what metrics will be monitored and reported.

* Determine how the system will be instrumented to collect data that can be used to create
values for the metrics.

* Determine when the data should be collected and for what period of time.

* Determine what information will be derived from the observations obtained (e.g., only
the average value(s) or the probability density function (PDF) or (CDF).

* Develop an understanding of how the values of the metrics might vary between the
baseline conditions and the alternatives, and among the alternatives.

Issue: Statistical Assessment of Varying Performance Results

Performance measures can be extracted and reported through descriptive statistics (e.g., mean,
median, variance), or can be reported as the underlying distributions through use of a PDF or
CDF. The use of and emphasis on reporting distributions is growing in popularity because of
recent emphasis on reliability assessment. For example, SHRP-2 project L02 (List et al. 2014)
and SHRP-2 project LO8 (Zeeger et al. 2014) stressed the importance of looking at the
distribution of metrics, not just the means or similar single-point values.

Issue: Collecting Performance Data during Warm-Up and Cool-Down Periods

Another important consideration is the way the simulation runs are conducted. In other
engineering disciplines, simulation analyses often focus on assessing the performance of the
system across its duty cycle. A duty cycle captures the different operating conditions that the
system encounters (or to which it is subjected) and the relative frequency (or duration of time)
for which each condition arises. In a reliability assessment, the duty cycle might be an entire year

A trajectory is a collection of location observations for a vehicle over time.
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and the simulation model assesses the performance of the system in each operating condition that
arises. In a peak period performance analysis, the duty cycle might be the temporal and spatial
loads to which the system is subjected, from off-peak (midday or early morning) to peak loading,
with demands varying by time and space, and back to off-peak (evening or midday). The
analysis needs to capture the system’s entire response to the load condition, from when free-flow
pertains and there are no queues until the time when free-flow conditions once again pertain. The
performance of the system is observed for the entire simulation, and the response of the system is
completely recorded.

Traffic engineers typically refer to the before-peak condition as the warm-up time when the
system is filling with traffic and the pre-peak-loading conditions are established. The system is
then subjected to peak-load demands; and then a cool-down period follows where the peak-load
conditions assuage and the system returns to post-peak-load conditions. For example, if the
analysis of the morning (AM) peak period is of interest, the warm-up time would last from the
start of simulation until steady state pre-peak conditions were established. A rule of thumb is that
the warm-up time should be at least as long as twice as long as the longest travel time for any
origin-destination (O-D) flow. Alternately, it should be long enough that all link flow rates,
queue lengths and delays, and O-D travel times have stabilized. The cool-down period should
last until all the vehicles that start trips during the peak period have reached their destination.
Alternately put, all the link flow rates, queue lengths and delays, and O-D travel times have
stabilized at post-peak values. In heavily congested urban areas with large networks, long
simulation times may be needed to return to off-peak conditions; simulating the entire day (from
early morning to late evening) might be required; and, so, sensible, carefully reasoned decisions
might be needed to make the simulation analysis affordable.

In general, the plan should be to select (to the extent that modeling and data collection resources
permit) a simulation period that starts in an uncongested condition and ends in a similar
uncongested condition, recognizing and adjusting for less realistic performance results on the
fringes of the simulation period as the model warms up from zero to the realistic demand values
and cools down after the maximum demands are applied. The selection of warm-up and cool-
down periods, and their treatment in the computation of performance results is addressed in more
detail in Chapter 7. .

3.5 WORK TASKS, SCOPE, AND BUDGET FOR SIMULATION

Chapter 5 provides information on the general work tasks, scope, and budget for performing
simulation analyses. This section previews that material.
Simulation modeling software is designed to be applicable,
through proper calibration, to a wide range of traffic
conditions. Every simulation modeling effort must be
calibrated against local real-world conditions (such as field
observed speeds and vehicle volumes). The predictions of an
uncalibrated model are generally misleading.

The predictions of an
uncalibrated simulation
model are generally
misleading.

As arule, the development, coding, and calibration of a new simulation model is a significant
undertaking. Some of the major considerations are:
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e Temporal and spatial bounds. For example, should it be one hour in duration, two, or
three? Should it encompass intersections (interchanges) upstream and downstream of the

study area?

*  Vehicle composition. Should it model different vehicle types? Should trucks be modeled
separately?

* Traffic flow patterns. Should the demand inputs be based on O-D flow patterns or turning
movement percentages?

* Operating conditions. How many operating conditions should be considered? What
typical days should be used for calibration? Should the post-project completion operating
conditions be simulated?

Although these are challenging questions, and the ensuing development of the model is both
expensive and time consuming, once a model has been calibrated, the testing of project
alternatives usually requires much less effort, especially when processing results from multiple
model runs is automated in some way.
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CHAPTER 4. CHALLENGES THAT CAN ARISE IN SIMULATION

This chapter highlights issues that can arise when using simulation. It is a precursor to volume II
in that it shows where these issues can arise during the steps of model preparation and analysis.
The appropriate chapter in volume II should be consulted for more details.

4.1 SCENARIO GENERATION AND SPECIFICATION

One challenge that can arise is the correct specification of the conditions to be examined. The
simulations are incorrect if they cannot individually or collectively answer the questions of
interest. If they do not adequately represent all the important conditions that might arise, analysis
will be flawed and lead to inconclusive findings.

For results from a simulation analysis to really indicate how a system will perform, the runs
should include scenarios that represent all conditions under which it will operate. Design
engineers often refer to this as identifying the duty cycle of a device or system, or the set of
conditions it will see and the relative frequency with which they occur. The Environmental
Protection Agency (EPA) uses this idea to specify the driving cycles used to estimate the fuel
economy of new vehicles.

One challenge can be proper temporal and spatial delineation of the scope of simulations. Most
commonly, if the scope is too limited, in spatial or temporal extent, then the wrong results will be
obtained; or, the modeling parameters will be tweaked inappropriately to produce the observed
performance even though the causal factors are outside the bounds of the simulation, spatially or
temporally.

Another challenge is to ensure that all the important operating conditions are included. In the
SHRP-2 L02, List et al. (2014) introduced the idea of regimes to describe the operating
conditions that may arise. For example, heavy demands in conjunction with bad weather would
be a regime. Moderate demands with good weather is another. The regimes are defined as a
combination of a demand level (light, moderate, heavy) and an environmental condition (nothing
unusual, bad weather, an incident, a work zone, excessive demand, or combinations of these).
Environmental does not mean air quality, etcetera, in the sense of environmental impact or
concerns; but rather the combination of external factors that are influencing how the system is
performing other than the demands. Once identified, a probability of occurrence for each regime
is identified based on historical data for the time frame of interest (e.g., the AM peak period on
work days when schools are in session). If a reliability assessment is of interest, as suggested by
the updated volume III of the Traffic Analysis Toolbox, and the time interval used for analysis is
5 minutes, then there would be 105,120 intervals across the year. The challenge is to categorize
these intervals based on their operating regime [demands and external influences]. For example,
[low demands and nothing unusual] will be one of the regimes (admittedly, of limited interest). If
the demands are low from 11 p.m. to 5 a.m. and external influences, such as bad weather and
incidents, occur 10 percent of the time during those hours, then there will be 23,652 intervals of
5 minutes (0.9 x 365 x 6 x 12) that fall into this regime of [low demands with no external
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influences]. This constitutes 22.5 percent of the 5-minute intervals; that is, it occurs 22.5 percent
of the time. The simulation analysis must reflect that frequency of occurrence.

Other research efforts, like SHRP-2 L08 by Zegeer et al. (2014), L03 by Cambridge Systematics
(2013), and L13 by Tao et al. (2011), use variants of this idea. The benefits of this regime-
focused idea are twofold. First, the analyst can have a clear sense of the load conditions that
should pertain during the analysis period of interest. Second, the analysis is not confounded by
performance impacts that are caused by other external influences. The SHRP-2 L08 project
suggests techniques for generating these scenarios based on historic data about traffic, weather,
and non-recurring events. Another good source of information is volume XI of the Federal
Highway Administration’s (FHWA) Traffic Analysis Toolbox series, Weather and Traffic
Analysis, Modeling and Simulation, from the traffic analysis toolbox by Park et al. (2010).

4.2 STATIC VERSUS DYNAMIC ANALYSES

Another issue that can arise is picking the wrong type of simulation to conduct. Selecting static
when the conditions are dynamic or vice versa. The analyst needs to be careful not to use a
model with static inputs to simulate dynamic conditions. A good example is an analysis of a peak
hour where constant O-D inputs are assumed. Clearly, this is not likely to be correct. In most
instances, the O-D patterns during the peak hour are time varying. Then, the analyst adjusts the
model parameters so that the predicted performance matches that observed to the best of the
model’s ability. This is completely wrong. The analyst has forced the model to match the
performance produced by dynamically changing demands by adjusting the model parameters to
match that performance based on constant demands. The reason the performance arises is
because of the dynamic demands, not static values. If the calibrated parameter values are applied
to any other situation, it is highly unlikely that defensible results will be obtained. It is critical
that the real, dynamic inputs be used if the analyst is to calibrate the model so that the observed
performance is matched.

In general, the conditions to be examined can be either static or dynamic; and, they can be
deterministic or stochastic. Any pairwise combination is possible. It is important that the analyst
ascertain what combination of these conditions pertains in a given setting.

If the conditions are static and deterministic, then nothing of substance changes

during the simulation and all model inputs are fixed in value. The £+ time step is
just like the next, as illustrated in
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Source: FHWA.

Figure 6. The simulation of a pre-timed signal is a good example. All the interval durations are
fixed in length. A time-based simulation simply moves forward until the current interval ends
and then the signal indications are changed.

If the conditions are static and stochastic, then randomness exists in some aspect of the system,
but the inputs driving the performance are constant. A good example is the simulation of a toll
booth’s operation where the demands are constant, but the headways and service times vary. The
queue length and delays will vary and CDFs of the delays, time-in-server, and time-in-system
can be prepared, but no change in those distributions is occurring. Another example is the
simulation of a traffic network late at night. Not that it is of great interest, but the O-D flows are
not increasing or decreasing, and yet, because the vehicles are entering the network with varying
headways, the travel times have distributions as do other aspects of the system’s operation, such
as the duration of the green times at signals, queue lengths, and delays.

If the conditions are dynamic but deterministic, the inputs are varying but there is no randomness
in the simulation itself. This condition is uncommon, but an example would be a simulation of
truck movements across an undulating grade where the headways are fixed but varying in
duration, and the flow rate is increasing and then decreasing. The simulation model will predict
truck decelerations and accelerations, maintaining safe headways, and as a result, travel times
and delays. However, every simulation will be identical to every other one.

If the conditions are dynamic and stochastic, the inputs are varying and there is randomness in
the simulation itself. This is the most common condition for simulation analyses. The
performance of the network during a peak-load condition is of interest. The O-D patterns are
changing across time, as well as signal control parameters, tolls, and other aspects of the system.
Often, the question is: Where should capacity be added and/or how should the operating plan be
changed to achieve better performance? Assembling the data for such a simulation is the most
challenging of the four condition combinations; but, it is important to assemble the right data;
because, if that is done, the model will be empowered to predict the observed performance. The
inputs that caused the observed performance will be in use to drive the system’s operation.

In the case of dynamic conditions, there is no single time step that is appropriate for performing
an adequate analysis of a dynamic situation under all conditions. It varies according to the
volatility of the conditions being evaluated. For example, shorter time periods may be needed if
conditions (demand or performance) vary greatly within each 15-minute period.
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Figure 6. Illustration. Dynamic and static analysis results.

4.3 REAL-TIME VERSUS OFF-LINE SIMULATION

With increasing frequency, simulations are being run in real time. This is a challenge. The
simulation model must be able to produce its prediction of performance in step with or faster
than real time (for example, predicted traffic speeds for the next 15 minutes are produced in 1
minute of computer run time). Real-time simulation allows interactions between the simulation
model and the control system, like signal controllers (which always run in real time), whose
performance is of interest.

4.4 HARDWARE-IN-THE-LOOP, SOFTWARE-IN-THE-LOOP SIMULATION

An occasional challenge is to connect external hardware, or an external software module, to the
simulation model. This is called hardware-in-the-loop or software-in-the loop simulation. The
need might arise if the performance of a new traffic signal controller is of interest; or, the
introduction of automated (software-controlled) vehicles into the traffic stream. If such situations
arise, the analyst must couple the hardware for the device to the simulation model via a
communications channel; or, the device software to the simulation model via a dynamic-link
library (DLL). Historically, the interest in doing this has stemmed from the testing of new signal
controllers. Each controller is unique, with special features; and, the generic signal control
software provided with simulation packages is unlikely to contain these features. Hardware-in-
the-loop is often limited in the number of controllers that can be run at any one time by practical
constraints, such as available stacking space in the room, power supply, or simply the cost of
purchasing or renting numerous units of the hardware.
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Hardware-in-the-loop has the advantage of using the actual controllers with the actual installed
software as would be found in the field. Software-in-the-loop runs the risk of slight to significant
discrepancies between the version of the software emulated in the simulation model and the
actual controller software installed in the field.

4.5 CHALLENGES IN ESTIMATING DEMANDS FROM COUNTS OR DEMAND
MODELS

All simulation models need to have demand inputs, either via explicit specification of the O-D
flows or entry flows and turning percentages. Estimating these travel demands is difficult.
Numerically, if a network contains 100 locations where O-D demands can originate or terminate,
then, excluding the 100 flows that are to and from the same location, 9,900 O-D pairs exist. So,
at a minimum the flow rates for 9,900 O-D pairs must be provided. Of course, many of them
may be zero. Moreover, if the originating flows change every 15 minutes, then the values for
39,600 originating O-D flow rates must be provided. However, it is unlikely that enough
information is available to determine what these values are; although, the situation is becoming
better as more probe data become available. If the O-D flows are estimated from the link flow
rates. In that regard, if the network contains 300 one-way arcs (3 arcs on average departing each
node, where a rectilinear grid would have 4), then there would be, at most, 1,200 observations of
directional flow rates across the 1-hour time frame; and, even if the turning movement
percentages are known for each 15 minutes, then no more than 3,600 flow rate observations are
available. This means 3,600 observations are available to determine the value of 39,600
variables. No unique answer is possible. This is the Achilles’ heel of both planning analyses and
simulations.

Moreover, while it is possible to estimate demands from traffic counts under uncongested
conditions, it is extremely difficult to do so when the network is congested. Then, only the
vehicles that can make it through system capacity bottlenecks can be observed. There are also
time delays between when the counted vehicles enter the network and when they exit. The
counted vehicles at the exit ramp from a freeway may reflect demands that entered the freeway at
least 5 minutes earlier. The exit ramp counts may also be reduced by vehicles stored in mainline
queues on the freeway. The best that can be hoped for is to develop a reasonable estimate of the
unobservable true demand and to recognize the limitations of that estimate. In addition, except
through observations of probe vehicles, it is very difficult to ascertain the actual O-D flow
patterns.

There are several methods to estimate traffic demands for simulation models, each with specific
strengths and weaknesses, and include:

1. Estimating demand from turning movement counts.
2. Estimating demand from traffic counts.
3. Estimating demand from a demand model.

A brief summary of the issues is presented below. More details on estimating demand are given
in chapter 6.
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Estimating Demand from Turning Movement Counts

One way to estimate the O-D flows is implicit, through arc flows (directional link flows) and
turning movement percentages. If the flow rate is 100 vehicles per hour (veh/hr) at an entry node
and the downstream turning percentages are 10 percent lefts, 70 percent throughs, and 20 percent
rights, then the O-D trip table implicitly has 10 percent of the flows that turn left at that
intersection (to go elsewhere), 70 percent that go straight, and 20 percent that go to the right.
These splits in the O-D flows occur in cascading fashion across the network until destination
nodes are reached. (There is nothing to keep the flows from looping around sequences of nodes.)
If these turning-percentage-based flows are traced out for all origins, an O-D trip table is
produced. It is consistent with the turning movement percentages, but it may or may not be the
actual O-D pattern to which the network is being subjected.

The user input percent turns are fixed. The user may change them from time period to time
period within the simulation, but the model will not change those percentages based on any
congestion that arises during the simulation.

This method results in significant resource savings for the user, in that an O-D table does not
need to be generated by the user; however, the resulting O-D table is fixed. Traffic cannot be
dynamically rerouted by the model to alternate routes based on congestion.

Another advantage of this approach is that the simulated traffic will more closely match the
counted turning movements at each intersection.

Users must watch that the link counts are not constrained by upstream congestion or downstream
queueing backing up into the subject link. Manual adjustments to the link counts may be
necessary to better reflect true demands.

In addition, the use of turn probabilities may result in unrealistic circular travel routes for
individual vehicles.

Estimating Demand from Traffic Counts

Link traffic counts with or without intersection turning counts can be used to synthesize the O-D
table(s) for the network (using software available for demand modeling). Since there are always
insufficient links and turning movements reflecting unique paths between each O-D pair, the
estimation of the O-D table is an under-constrained problem. There are an infinite number of O-
D tables available that will all produce the same observed counts, even if the analyst has counts
for 100 percent of the links and turning movements in the network. (See the earlier discussion.)
Consequently, O-D synthesis focuses on finding the best, or most likely, O-D table to produce
the observed counts. The definition of best or most likely varies by O-D synthesis method.
Generally, one starts with an O-D table developed by a demand model and tries to find a new O-
D table closest to the original O-D table that will reproduce the counts.

The major advantage of this approach is that by using O-D table(s) as input(s), the analyst
enables the simulation software to dynamically adjust the routing of vehicles through the
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network as congestion builds and declines throughout the simulation. A secondary advantage is
that the final selected O-D table should reasonably reproduce the observed counts. The
disadvantage is that capacity constraints in the network may cause some of the counts to be a
poor basis for estimating the true O-D table or tables for the network.

The analyst must watch that the link counts are not constrained by upstream congestion or
downstream queueing backing up into the counted link. Manual adjustments to the link counts
and/or turn movements may be necessary (before O-D synthesis is applied) to better reflect true
demands.

Estimating Demand from a Demand Model

It is also possible to use a demand model to estimate the O-D flows. This is often done,
especially for future years. There are two difficulties often encountered when this approach is
used:

1. The estimated O-D table for existing conditions (used for calibration purposes) may not
match the day and times when travel time and link count calibration data was collected.
This makes it difficult to calibrate the simulation model to obtain the observed travel
times or link counts.

2. The forecasted O-D table for future conditions may greatly exceed the capacity of the
transportation system to deliver those demands to the simulated network.

Both these difficulties are not hard to overcome with sufficient resources.

The existing O-D table can be adjusted to better match the link counts through the O-D synthesis
process described earlier. The initial demand model O-D table (or tables) becomes the seed table
to start the O-D synthesis process. As noted earlier, the analyst should carefully verify that the
counts are not capacity constrained, and if so, the analyst must adjust the counts using
professional judgement before they are used in the O-D synthesis process.

The future O-D table can be adjusted through a capacity constraint process to reflect the capacity
constraints on the transportation network links feeding the simulation network study area. Again,
an O-D synthesis approach is used. The forecasted O-D table is reduced until the demands on the
external links feeding the simulation network are equal to their capacity. Note that this is done
only for links feeding the simulation network, not the links exiting the simulation network.

The strength of this approach is that the O-D tables used in the simulation reflect the
sophisticated data and methods used in the travel demand model to estimate demand.

4.6 PROBLEM-FOCUSED VERSUS RELIABILITY-FOCUSED SIMULATIONS

Simulation analyses are undertaken for a variety of purposes. The appropriate simulation
approach depends on the purpose of the simulation.
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If the purpose of developing and applying the simulation model is to solve a recurring congestion
problem, such as weekday peak-period congestion that occurs in fair weather without crashes or
incidents, then it is appropriate to simulate peak period, fair weather, nonincident conditions.

If the purpose of the simulation model is to identify solutions, such as transportation system
management and operations (TSMO) strategies, to address nonrecurring congestion problems
that occur under incident or foul weather conditions, then the simulation should focus on a
variety of demand, weather, and incident conditions. Multiple scenarios for each forecast year
will need to be evaluated in the simulation model. Chapter 5. , volume II provides more details.

4.7 TRAJECTORY MANAGEMENT IN SIMULATION MODELS

This is a significant challenge. The ability of a specific software implementation of
microsimulation to develop strategic trajectories* may be an issue of concern to the analyst.
While almost all microsimulation software implementations employ car-following and lane-
changing submodels to move vehicles within a link, these implementations vary in their abilities
to accurately reflect how real-world drivers pre-position themselves for downstream turns or exit
ramps.

In complex weaving situations this may be an issue. Various link-specific and vehicle-type
specific manual overrides may be available in the software implementation to force or adjust the
pre-positioning before a turn or an exit. The analyst might also write his or her own software
DLLs’ to supplement or override the default driver behavior models in the microsimulation
software. Note that writing DLLs requires specialized software writing knowledge.

4.8 STOCHASTICITY IN SIMULATION

Stochasticity is often an integral element in simulation, most often in microscopic simulation.
Instead of moving vehicles in lockstep down the link at the same speed with fixed spacings, the
software introduces more realism by adding randomness in the speeds and spacings drivers select
to move down the links. Stochasticity is also used to determine how quickly a driver may
accelerate at a green light, how soon the driver changes lanes, how closely the driver follow
other vehicles, and many other aspects of driving behavior for which analytical models and the
necessary driver data are not available.

Stochasticity is introduced into simulation models through a random-number generator that is
either part of the simulation software or provided by the computer’s operating system. Random-
number generators create reproducible sequences of numbers, typically between zero and one,
that appear to be in random order. A seed value, selected by the user or the software, is used to
start the random number sequence. When the same seed value is used, the random number
sequence will always be the same. The analyst can (and should) introduce additional
stochasticity into the simulation by using different seed numbers. Otherwise, even though the

4 Strategic trajectories look several intersections ahead in plotting out the route.
> Dynamic link library.
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sequence of numbers appears to be random, the simulation model will produce the exact same
results since the number sequence is the same.

4.9 STATISTICAL ANALYSIS OF SIMULATION RESULTS

Simulation often generates a wealth of data. Analyzing that data is a challenge. Fortunately,
statistical analysis tools are available to facilitate this activity. If stochastic simulation is
employed (typical of microsimulation software implementations) then statistical analysis
techniques will help the analyst appropriately characterize, qualify, and interpret the results.
Most analysts are familiar with computing averages (a single point representing the midpoint of
the simulation results). However, there is much additional insight to be gained by also looking at
the distribution of the values: the standard deviation, the 85th percentile, the range, the 95th
percentile, among others. Additional information can be generated by considering and computing
confidence intervals for the results. Hypothesis testing may be used to quantify the likelihood of
making an error in choosing one alternative over another based on the simulation results.

An introduction to statistical analysis (as well as discussion of advanced statistical techniques) is
beyond the scope of this Transportation Systems Simulation Manual (TSSM). The analyst should
consult the appropriate statistical analysis textbooks.

4.10 RECONCILING MACROSCOPIC AND MICROSCOPIC RESULTS

Sometimes the analyst may be presented with two sets of apparently divergent performance
results. One set was produced by a macroscopic model. The other set was produced by a
microsimulation model. The challenge is determining under what circumstances divergences in
the results are due to shortfalls in the specific analysis method, errors in the specific application
of the analysis method, and differences in how the analysis methods define and compute the
performance measures themselves.

The problem is that macroscopic, mesoscopic, and microscopic use different fundamental
approaches to computing their performance measures. Macroscopic analysis methods often
extract their performance measures from queue accumulation polygons (QAP) and other
macroscopic flow profiles. Microscopic analysis methods obtain performance measures from the
vehicle trajectories. The two methods of computing performance measures therefore define each
performance measure (such as queues or delay) differently, which will result in modestly
different results even under otherwise identical conditions. The differences will vary from
situation to situation and cannot be eliminated through a simple set of fixed correction factors.

Trajectory-Based Measures (Microscopic Simulation)
© Highway Capacity Manual, 6th edition (2016).

Figure 7 illustrates the basic concept of trajectory-based delay calculation on a signalized
intersection approach.
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Figure 7. Chart. Trajectory-based computation for control delay.

Total delay is typically obtained by subtracting actual travel time from the (hypothetical) free-
flow travel time for each vehicle. Note that free-flow travel time depends on the desired free-
flow speed of each driver and will thus vary between vehicles. Stop delay may be assumed
whenever vehicle speed falls below a certain threshold (e.g., 5 feet per second [f{t/s] per the
Highway Capacity Manual [HCM]). Travel time may be calculated as segment length divided by
the average speed of each vehicle. To obtain density, the average number of vehicles on a
segment can be divided by the segment length.

To determine queue-related outputs (e.g., average queue, maximum queue, 95th percentile
queue), there must first be a rule or procedure for identifying a queued state. This procedure may
consider the gap between a vehicle and its leader, vehicle speed, vehicle acceleration, and
distance to the stop line. Refer to the HCM (2016, chap. 36) for more details on the
recommended procedure for identifying a queued state.

Flow Profile-Based and Queue Accumulation Polygons-Based Measures (Macroscopic
Analysis)

In macroscopic analysis methods, the number of queued vehicles on a roadway
segment accumulate when input flow rates exceed available capacities, or when
traffic streams are temporarily stopped by a traffic signal. A sample QAP is illustrated
in
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Source: FHWA.

Figure 8. The queue will typically dissipate when a subsequent time period brings a lower input
flow rate, or when the traffic signal turns green. After the queue has been fully eliminated,
uniform delay can be computed as the two-dimensional area under the QAP. In order for delay to
be computed accurately, the number of queued vehicles should be zero on both the left and right
sides of the QAP. Indeed, this motivates a selection of time periods that avoids oversaturated
conditions at both the very beginning and very end of a simulation. The maximum queue can
also be obtained as the highest point of queue accumulation.

Source: FHWA.

Figure 9 illustrates an arrival flow profile, which can be used to determine a proportion of
arrivals on green. Finally, if discharge flow and saturation flow profiles are constructed, two-
dimensional areas under these profiles can be used to compute throughput and capacity,
respectively.
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Figure 8. Illustration. Queue accumulation polygon used to compute multiple performance
measures.
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Source: FHWA.

Figure 9. Chart. Arrival flow profile used to compute proportion of vehicles arriving on
green.
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CHAPTER 5. DEFINING AND SCOPING THE SIMULATION ANALYSIS PROBLEM

Defining the simulation problem to be studied and scoping the extent of the analysis are two
important aspects of conducting a simulation analysis. The project team must set the scope and
approach, and therefore the budget, and this has a profound impact on the ultimate success of the
effort.’ This phase of the effort has five steps, as shown in Error! Reference source not found..

1. Formation of Project Team

2. Formation of Stakeholder Advisory
Group(s)

3. Selection of Goals, Objectives,
Performance Measures)

4. Set Study Bounds

5. Scope Role of Microsimulation
(Select Tools and Methods)
(Identify Needed Resources)

Go to Chapter 6 — Data

Source: FHWA.
Figure 10. Diagram. Microsimulation task flow (part 1).

The first two steps involve forming the project team and a stakeholder advisory group (if
appropriate) to advise on scoping of the analysis. These steps are critical to ensuring the project
team has correctly scoped the simulation analysis and that interested peers have been assembled
to support scoping decisions. Since these steps are administrative, they are not addressed here in
detail. However, it is important to realize that among the stakeholder group, there is a need for
people who can critically guide and evaluate decisions about what to simulate (and, ultimately,

® The reader will find many similarities between this chapter and the scoping steps and themes in module 2 of the
Federal Highway Administration (FHWA) guide, Scoping and Conducting Data-Driven 21st Century Transportation
System Analyses (FHWA-HOP-16-072). The problem statement, project goals, identification of affected stakeholders,
and bounding the problem are all critical elements of any analytical effort, whether using continuous monitoring data,
microsimulation, or both.
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who will evaluate results). Steps 3—5 deal with selecting performance measures, setting the study
bounds, and scoping the simulation analysis portion of the project.

In defining and scoping the simulation analysis, the project team must ask and answer the
following key questions:

1. What are the project objectives? Is it a planning, design, or transportation system
management and operations (TSMO) project? What are the appropriate system- and
project-level performance measures for measuring the abilities of design and operations
alternatives to meet agency, stakeholder, and project objectives?

2. Given the expected range of design and operations alternatives and their likely effects on
selected performance measures, what are the appropriate study bounds?

a. Geometric bounds: exactly at the limits of the project, one
intersection/interchange upstream, to the next upstream bottleneck.

b. Temporal bounds: only the analysis period, 30 minutes before and after, the entire
peak?

c. Time frame: current year, design year, after-build, » years in the future, morning
(AM) peak, evening (PM) peak, both peaks, other demand conditions?

d. Load conditions: normal (nothing abnormal), adverse weather, incidents, both,
abnormally high demand, during maintenance work?

3. Given the above, what is the appropriate role, schedule, and budget (scope) for the
simulation effort in the overall transportation operations analysis? Put another way,
where is simulation needed, and why? To what extent can other, less resource- and time-
intensive tools be used? Can the scope of the simulation effort be reduced and still
achieve the project goals?

The remaining sections of this chapter provide advice about how to answer these questions. They
also provide examples of how they might be answered in specific settings. Each section
addresses one of the three question areas.

While these key scoping questions are laid out sequentially, they are a group—a set of questions
to be addressed. No doubt it will be helpful to consider them simultaneously. In that regard, it
may be useful to employ a Delphi technique to iterate among the possible answers, bouncing the
project team’s thoughts off the stakeholders’, and vice versa (or some other refinement process).
It may also be useful to triage thoughts about scope and analysis options. For example, some
questions might be addressed using less resource- and time-intensive tools, such as the Highway
Capacity Manual (HCM) methods, to narrow down design and operation options to the most
promising for more intensive simulation analysis.

5.1 SELECTING THE PERFORMANCE MEASURES

Performance measures play two roles in simulation analysis: they are needed to evaluate design

and operations alternatives; and they are needed to evaluate the quality of the simulation model.

An important question is: Does the model adequately replicate the system’s operation so that the
effects of future alternatives can be assessed?
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Regarding the evaluation of alternatives, the selected performance measures will drive the choice
of solutions. A successful analysis must therefore consider all stakeholder and agency objectives
in its selection of performance measures to be produced by the simulation analysis. For example,
the project team might want to focus on peak

hour performance, choosing HCM-type An excellent reference on tying agency goals
metrics that focus on peak hour level of and objectives to performance measures and the
service (LOS). If this is done, then the identification of project alternatives is NCHRP
simulation model, and the temporal and Report 785: Performance Based Analysis of
spatial scope, will be crafted so that LOS- Geometric Design of Highways and Streets
related performance can be assessed. On the (Ray 2014), available from NCHRP as a free

other hand, as is sometimes the case, safety is download. This report focuses on geometric

also of concern. However, most simulation design; hOchver, Its rec ommgndatlons are
models are weak at producing metrics that eqﬁzllytag;;hcable tft SII?FI?;ZE ang(ldysg

address safety-related concerns. It might be ;Sa ctlilccaf de;)i:;p(llj%Pll))e). © ce base

that supplemental, postprocessing tools are

needed to develop safety-related metrics; or,

that the spatial and temporal limits must ensure that areas (and times) of safety-related concerns
are addressed. For example, accidents are often associated with increasing congestion, when
queue lengths are growing, rather than when congestion is at steady state. Hence, the temporal
and spatial bounds ought to capture the time leading up to the peak load and places where queues
form.

Table 3 provides an example of how a State department of transportation’s (DOT) management
goals may be translated to specific project performance measures. In this example, the
transportation agency’s goals are to improve the mobility, safety, environment, health, and
economic welfare (economics) of its citizens in a cost-efficient (efficiency) manner. These broad
agency goals are aligned with one or more specific project objectives. Each project objective is
associated with one or two performance measures designed to measure achievement of that
objective.

Note that additional tools (beyond simulation) may be necessary to address some of the
performance measures shown in Table 3.

Being Holistic

It is advisable for the project team to involve internal and external stakeholders in the
identification of stakeholder needs and appropriate performance measures for addressing those
needs. This ensures that the project team will properly scope and budget the simulation analysis
to address the needs of all critical stakeholders and decision makers who may influence the
project direction.

Each stakeholder brings a unique perspective; and stakeholders outside the agency often have
more specific information needs than those inside. For example, the local agency may be
concerned about queues on individual local streets while the State agency is more concerned
about overall system performance. The initially selected performance measures should be
reviewed to verify that they also address all specific stakeholder needs or concerns. If there are

41



gaps, then the project team should consider adding to the list of performance measures specific
ones to address stakeholder concerns and decision-making needs. For this, the project team
should make the stakeholders aware of the analysis impacts and simulation resources needed for
such performance measures to see whether these considerations are cost effective.

Table 3. Example identification of candidate performance measures from agency

objectives.
Agency goal Project objectives Example performance measures
Mobility * Reduce delays. * Person-delay (PHD).
* Increase speed. * Average speed (PMT/PHT).
¢ Improve reliability. e 95" percentile travel time (auto).
e 95" percentile travel time
(transit).
Safety * Reduce crash rate. * Injury + fatality rate or SSMs.
* Reduce queuing. * No. of queue storage ratios > 1.00.
Environment * Reduce pollutants. * NOx emissions.
* Reduce GhG. * GhG equivalent emissions.
Health * Increase pedestrian and * Bicycle and pedestrian volumes.
bicycle volumes. * Pedestrian and bicycle crash rates.
Efficiency * Maximize the benefit-cost ¢ Life cycle benefit-cost ratio.
ratio.
Economy * Increase access to jobs. ¢ Percent of jobs within xx minutes
* Reduce freight costs. e 95" percentile travel time (truck).

Note: The selection of agency goals, project objectives, and performance measures is unique to
each agency and project. This table is intended as an example of the variety of performance
measures an agency might consider addressing its specific goals and objectives.

PMT = person-miles traveled. PHT = person-hours traveled. PHD = person-hours of delay. NOx
= nitrous oxides. GhG = greenhouse gas. SSM = safety surrogate measures.

Objective-Based versus Tool-Driven Performance Measures

The selection of performance measures should be driven by the goals and objectives of the
agency and stakeholders, not the capabilities of the simulation tool. For example, some of the
performance measures listed in Table 3 cannot be produced by currently available traffic
simulation software packages. Thus, the project team should consider how the scope of the
analysis effort might be adjusted to supplement the simulation analysis as necessary with other
tools and methods to produce the needed performance measures.

Safety versus Efficiency

Often, the trade-off in system design is between safety and efficiency (or productivity).
Nominally, the primary objective is to ensure that trips can be made safely; and, the challenge is
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to allow them to be efficient as well, minimizing the resources required, such as time, capacity,
land area, energy, cost, negative external impacts, etcetera. When this is the case, it is important
to include metrics that address these aspects of the problem, as implicitly portrayed in Table 3.

Operational Performance Metrics

Metrics that focus on operational performance often measure total travel times, total delays,
queue lengths, energy consumption, etc. An important thought here is that, for many of these
metrics, the number of network locations that contribute to the value is quite small. For example,
in the case of delay, it is only the places where bottlenecks occur. There may be delays in other
places because traffic increases the travel rate (or decreases the speed), but, most of the delay
accumulates at locations where the vehicles are standing still or moving very slowly. Hence, to
improve system performance, the challenge is to improve the performance of these bottleneck
locations (and, in the process, not allow hidden bottleneck locations to emerge). Hence, while
aggregate metrics like total system delay may be interesting to examine, they do not provide a
clue as to what needs to be done to improve performance. The delays at the bottleneck locations
need to be examined. Hence, it might be as meaningful, or more helpful, to have a top 10 set of
bottleneck locations and monitor the performance of those places and see what can be done to
improve their performance, rather than endeavoring to tweak system-level options to achieve
improvements.

Calibration Metrics

Calibration metrics are a separate thought from performance measures. It might be true that
metrics useful for calibration are also useful for performance assessment; but, they also may not
be. Calibration metrics make it possible for the study team to ensure the simulation model is
producing credible results. As Chapter 8. explains, these calibration metrics focus on the
behavior of bottlenecks and other locations that dramatically affect the ability of the model to
match observed system behavior. Briefly, calibration metrics are likely to include the dynamics
of queues at bottlenecks, travel times through sections of the network, flow rates on links,
trajectories of vehicles passing through weaving sections, etcetera. These metrics need to be
specified, and the field data to support them collected, but they may not be indicators of
performance that will be presented to the public, or be of interest, broadly, to the stakeholders.
Other calibration-related concerns include: Is the model loading all the existing and future
demand onto the network (is traffic being denied entry)? Is the model adequately replicating the
real world? Calibration performance measures likely to be useful are described in chapter 8. The
selection of performance measures to determine if all demand has been loaded on the network is
discussed in the following section, Setting Study Bounds.

Safety Performance Metrics

In some projects, there is an interest in improving safety, such as changing the geometry so that
accidents are less likely. Many safety problems (except for driver distraction like texting) occur
because the lead time for making complex trajectory management decisions is too short, the
geometry is poor, and/or the signage is inadequate. However, simulation models do not directly
output safety-focused statistics, like crash rates; and, inherently, they are programmed so that
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crashes do not occur. In addition, many simulation models do not yet couple the geometric data
to vehicle behavior. Vehicles do not know to slow down because the turns are sharp; and, there is
no connection to the signage.

Given the current capabilities of simulation models, the project team has two analysis scoping
options to address these safety-related concerns:

* Estimate crash rates using tools based on the Highway Safety Manual (HCM). See
AASHTO (2014). Manually adjust the geometric design or operational control to
improve performance.

* Select safety performance measures that can be obtained from simulation models. These
are called safety surrogate measures (SSM) or proxies for safety.

Examples of SSM are the probability distribution of headways at the bottleneck locations, the
distribution of deceleration rates, the number of lane changes per lane mile, the percentage of
lane changes for an exit that occur within x feet upstream of the exit, and the frequency of
following vehicles being within 2 seconds of a lead vehicle. For whatever metric(s) are chosen,
the project team should have at-the-ready references that indicate how and why these surrogate
measures provide useful information about the likelihood that accidents will occur. More
information about the selection of SSM and processing vehicle trajectories to estimate them from
simulation output is provided in Chapter 9. and in Gettman and Head (2003).

Estimating Vehicular Pollutant Emissions and Noise

Sometimes, energy and pollution-related metrics are of interest. Some simulation software
packages can directly estimate pollutant emissions and/or noise while others cannot. The project
team should consult an emissions expert (or a noise expert, as appropriate) to ensure the emission
rates model and noise model (if present) built into the simulation model will produce satisfactory
estimates for the project stakeholders. The project team can also scope the analysis to include a
manual link to an emission forecasting tool, like the MOtor Vehicle Emission Simulator
(MOVES) model. See Environmental Protection Agency (2018). More information on linking
simulation output to emission and noise models is provided in Chapter 9. .

5.2 SETTING THE STUDY BOUNDS

No analysis can be completed in a finite amount of time without setting bounds. This section
covers the process of setting of geographical and temporal limits to the analysis, identifying the
base and forecast years, and selecting the operational conditions (demand, incident, and weather
scenarios) for evaluating the traffic operations effects of planning, design, TSMO, and other
simulation alternatives.’

" The guidance in this chapter, by necessity, is high level, laying out general principles. For additional detail, readers
should consult Traffic Analysis Toolbox, Volume III: Guidelines for Applying Traffic Microsimulation Software
(Wunderlich 2016) and simulation software user’s manuals.

44



Process for Setting Study Bounds

It is advisable for the project team to form and consult with a group of internal and external
stakeholders and peers to confirm the setting of the following study bounds:

* Geographic limits.

* Temporal limits (peak period[s]).

* Base and forecast years.

* Operational conditions (demand level, weather, incidents, events, etc.).

While there are many possible processes for setting the study bounds, the following process
describes one way to logically approach this task.

1. Identify the study bounds based on current recurring congestion conditions.
Test these bounds for continuing validity under future-project, project-alternative, and
no-project conditions using various macroscopic tools, like the HCM.

3. Review the simulation outputs to verify the continuing validity of the study bounds under
the various future scenarios, which may include nonrecurring congestion.

Step 1: Identify Initial Study Bounds

In this first stage, an initial set of study boundaries are set based on traffic counts and field
observations of existing and potential future congestion issues. Traffic counts should be used to
identify current peaking patterns. Field observations or other archived sources of performance
data should be used to indicate times and locations of congestion.

Geographic and Temporal Boundaries

The temporal and geographic limits should be set so that they contribute to the accurate
characterization of the system’s performance. For example, if route diversions are anticipated,
then the alternative routes for affected O-D pairs must be part of the model; else, external
impacts are missed. The goal is to select study area limits and times of day for the analysis the
project team expects will encompass a significant portion of the future congestion and expected
impacts of the project under a variety of scenarios.

Picking an overly narrow geographic study area and temporal range saves on analysis resources
and improves precision of the study results, but risks missing too much of the project impacts.
Picking an overly broad geographic study area and temporal range imposes a greater burden on
analysis resources, reduces precision of the results, and dilutes the project impacts by mixing
them with a larger background of travel activity unrelated to the project.

The project team should take care not to develop a simulation model for too large a geographic
area as this can lead to project budget over-runs, missed deadlines, and unsatisfactory results
(often due to inadequate resources to collect data, and error check inputs and outputs).

The selection of study area geographic boundaries and temporal boundaries is ultimately a
judgement call on the part of the project team, with input required from other specialty units who
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will rely on the analysis output. The project team should consider other planned and programmed
projects that may affect performance of the project under study, even if other projects are outside
of the study boundary.

Note that when evaluating multiple improvement projects with overlapping impacts, the study
area may need to be expanded to address the larger impact area.

Travel demand models and other macroscopic analysis tools can be used to assist the project
team in setting the boundaries of the simulation analysis.

Forecast and Base Years

The appropriate base and forecast years for the mobility analysis should be selected to meet the
requirements of Federal, State, and local stakeholders in the project. Evaluations of opening day
and opening day, plus 20 years are common. Note that the further one forecasts into the future,
the more complex the analysis and the less certain one can be of the results.

The base year for analysis should be selected based on stakeholder requirements and the
availability of demand and facility performance data for developing and calibrating the
simulation model.

Intermediate forecast years are often appropriate for large, staged construction or development
projects. The year the facility opens is a good choice. See Chapter 10. . Intermediate forecast
years may also be appropriate when funding is less certain for the later stages. Finally,
intermediate forecast years may be appropriate when performing a performance based practical
design (PBPD) analysis and when considering short-term improvement alternatives, such as
TSMO strategies, that can be implemented much more rapidly than conventional capacity
improvements.

It is often most cost effective for the project team to round up the desired forecast years to match
those for which a statewide travel demand model or the local (metropolitan planning
organization [MPO], city, or county) model have already prepared land use, demographic, and
transportation network forecasts. The project team can then take advantage of land use data and
transportation networks already coded for the area.

It is critical that the project team verify in advance of starting the analysis that the selected base
and forecast years will meet all the requirements of the stakeholders for the project analysis.

Demand

Simulation modelers often confront the problem of having forecast years with demands
significantly greater than the amount of traffic that can be physically delivered to the study area
by the future transportation system. In such cases the project team must consider whether it is
realistic to design future improvements within the study area to carry demands that cannot be
delivered to it. This is a policy decision on the part of agency management regarding the future
transportation system it wishes to build. If it is decided to design the highway improvements for
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external demands that are capacity constrained, dynamic traffic assignment (DTA) is one
approach for generating constrained demands. Other approaches, such as gateway capacity
constraint, are addressed in the latest edition of FHWA’s Traffic Analysis Toolbox, Volume III:
Guidelines for Applying Traffic Microsimulation Software (Wunderlich 2016).

Travel Time Reliability

The design of a facility to address travel time reliability effects is an agency policy decision. The
analysis of reliability effects involves advanced simulation practices. These involve investigating
system operation under differing demand, special event, incident, work zone and weather

conditions. Particularly, TSMO strategies provide benefits

under a variety of load conditions. Thus, evaluation of a Estimating the effects of design
range of conditions or scenarios is critical for estimating and operational improvements
the benefits of TSMO strategies. on reliability requires

Design and operational strategies will have different consideration of a range of
levels of mobility benefits depending on overall levels of operating scenarios, such as
congestion and specific causes of that congestion. weather, incidents, and work
Scenario analysis is used to understand how the mobility zones.

benefits of the design and operational alternatives vary
under differing demand, weather, crash, and work zone conditions. The benefits of each
alternative under each condition can then be better appreciated. The results can then be extended
to an estimate of full-year benefits by applying probabilities of each scenario occurring over the
course of 1 year.

If travel time reliability is to be simulated, the project team must identify the range of operational
conditions appropriate for evaluating the reliability impacts of design and operational
improvements for the project. This is best done by gathering a reasonable number of consecutive
weekdays’ worth (and/or weekends if appropriate for the study area and project) of traffic
counts, weather reports, incident logs, special event calendars, and work zone logs for the study
area. A full year of data, reflecting all conditions that arise during a complete duty cycle is most
desirable.

To do these holistic assessments, the project team should consider employing a clustering
analysis, such as the one described in the Traffic Analysis Toolbox: Volume III. Another source
of guidance is the MathWorks article, Introduction to Cluster Analysis (MathWorks).

This section provides an overview of the procedures for how to use historic data to combine
demand levels with weather and incidents for the purposes of testing design, TSMO, and
operations alternatives under an appropriate range of conditions. More information and guidance
can be found in Dallas Testbed Analysis Plan for AMS Testbed Development (Yelchuru et al.
2016).
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A sufficient number of days of simultaneous historic demand, performance, incidents, and weather
data are needed to identify the appropriate scenarios and appropriate weighting for each scenario.
The identification of scenarios for evaluation follows these steps: ®

1. Identify Attributes that best describe the load conditions.

Assemble and process data needed to describe the attributes quantitatively and make the
clustering analysis possible.

3. Normalize the attribute data to common scale, such as 0—1, for the minimum to the
maximum.

4. Select attributes that are most influential in
distinguishing among the load conditions.

5. Perform the cluster analysis to group observed
data into individual model scenarios. Repeat this
step, and steps 1-4, as necessary to obtain a
meaningful and manageable set of distinctly
different load conditions.

A well-documented example of
scenario analysis for
microsimulation modeling can be
found in the Dallas Testbed
Analysis Plan, FHWA-JPO-16-
373 (Yelchuru et al. 2016), freely
available from FHWA to
download.

The project team should take a strongly proactive role in
the cluster analysis, using the statistical results to inform
but not control the selection of load conditions to study. In the selection of these scenarios, the
project team should take into strong consideration the likelihood that the design and operations
alternatives will significantly affect traffic performance under each scenario. For example, if the
proposed operations strategies will not operate on snow days, then there is little reason to include
snow days in the simulation scenarios.

Once the clusters are identified, representative days need to be selected (from the data, not a
hypothetical day). These days should be representative of the cluster. They should have attribute
values that closely match average values for all days in the cluster. The simulation model should

then be applied to and calibrated for the observed congestion
on that day. The validation should then be conducted based
on each of the days in each cluster.

The project team should take a
strongly proactive role in the

selection of scenarios for ) L )
microsimulation analysis. The project team should try to minimize the extent to which

the parameters are distinctly different for each cluster. This
is not to say they should not be changed; but rather that the changes should be logical and
explainable, not just dial changes to achieve a good result. Examples of differences where cluster-
specific values make sense are adverse weather, work zones, and incidents.

Adverse weather may affect car following, acceleration, and braking calibration parameters.
Weather may affect the number of lanes open (snow removal). Work zones and incidents may
affect the number of lanes open as well as car following and desired speed parameters due to
distracted driving near the incident. Special events will affect demand levels, origin-destination
patterns, and peaking.

8 Using the procedures described in Chapter 2. of the Update to the Traffic Analysis Toolbox, Volume III, see
Wunderlich, Vasudevan, and Wang (2016).
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Guidance on calibrating a simulation model for different load conditions can be found in Chapter
8..

For practical reasons, it is often necessary | auermatives

to seek a compromise between the extent A

of the cluster analysis and study budget. Total Model Rums = SxSxs < 15

The clusters add a third dimension to the Scenarios

number of simulation model runs that 5

must be completed. Increasing the number

of clusters evaluated (even from one to

two) multiplies the number of scenarios to /
be simulated. The Dallas Testbed 3

Analysis Plan (Yelchuru 2016) provides

an example of how the number of clusters /
can be managed through thoughtful = = Repetitions
consideration. They decided it was
important to examine scenarios that .
combined two levels of demand with five SYyirec: FHIA.
external-factor conditions: no-external-
influences (called dry) and four incident
conditions (none, minor, medium, and

severe). Among the 10 (2 x 5) combinations that could have been examined as a result, eight
were analyzed using simulation.

Figure 10. Diagram. Effects of scenarios on
model runs.

The project team should include in the scope preparation of documentation of the cluster analysis
approach used for determining analysis scenarios.

Step 2: Review of Study Boundaries for Future Conditions

Before coding the simulation model, the project team should employ a macroscopic tool like the
HCM to do a quick validity check on the selected study boundaries under the various future
scenarios and project alternatives. These checks should be repeated using the forecasted future
volumes. The recommended macroscopic performance measures to use for evaluating study
boundaries under future conditions are:

e Volume-to-capacity (V/C) ratios at key bottlenecks in the network.
o While the peak hour V/C ratios can exceed 1.00, the study period should be long
enough so the bottleneck V/C ratios over the entire planned study period
(including the AM and PM peak periods, if applicable) for the simulation are less
than 1.00 for all bottlenecks in the network. The entire system should be
undersaturated at the beginning and end of the simulation (see Chapter 7. and
Chapter 8. ).
¢ Queue lengths for key bottlenecks in the network.
o The peak hour queue lengths for bottlenecks immediately downstream of the
entry links for the network should be estimated to ensure the median queue
lengths are not expected to extend into the entry links.
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Step 3: Review the Simulation Results to Assure Validity of the Study Bounds

Once the bounds have been set for the simulation
model, the project team should review the simulation
results to verify the validity of the spatial and
temporal study boundaries. For example, the
simulation analysis may reveal that the initially
selected time duration is insufficient to clear
congestion in the forecast year under the no-project
alternative or that the spatial boundaries are
inadequate to capture the back-of-queue locations on
the study boundaries. The project team may want to
expand the peak period, extend the geographic
coverage,’ or both. Alternately, if this is too
challenging, they should take steps to address the
issue post-simulation in computing performance
results. See Chapter 9. for guidance on dealing with
congestion remaining at the end of the simulation
analysis period and for queues extending beyond the

It is desirable that the selected model
bounds cover most of the forecasted
recurring congestion under the variety of
future alternatives under consideration.
However, it may not be feasible to
achieve this level of confidence in
heavily congested networks or for
nonrecurring congestion scenarios
involving severe incidents. In such cases,
it is generally not cost effective to
continue expanding the simulation
model limits. The project team should
instead consider applying the output
post-processing methods described in
Chapter 9. to partially correct for this
issue.

study limits (vehicles denied entry to the network during the simulation).

Assuming the simulation focuses on a peak-load condition, which is common, where the
demands increase from an off-peak, low- or moderate-demand condition to peak load and then
return to a post-peak, low- or moderate-demand condition, the recommended simulation model
performance measures for assessing the validity of the study bounds are:

e Vehicles denied entry.

o This is a running tally of vehicles generated by the model within each time
interval (say each 15 minutes) that could not be placed on the network because of
excessive congestion on an entry link (or load link). Some simulation models
delete these vehicles from the reported results; there is no obvious record of the
fact that their desire to traverse the network was not accommodated.

o Vehicles denied entry should be as near zero as possible during the entire course
of the simulation. The project team should revisit assumptions about the demand
levels, the peaking of demand within the study period, and the geometry of the
entry/load links if the vehicles denied entry are frequently significantly greater
than zero. (For example, the entry links should perhaps be made long enough to
ensure that sufficient storage is available to accommodate all demand, even if the
lengths of those entry links are much longer than the lengths of the links in the
real world.) Put in a negative manner, the inability of the external links to deliver

? Any significant additions to the geographic coverage of the model, such as adding more intersections, may require
revisiting the initial model calibration. Lengthening an entry link may not require revisiting the initial model

calibration.
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the estimated demands to the network should not be a reason why the simulation
model succeeds at providing good performance.

e Vehicle flow rates on exit links.

(@)

This performance measure can be used to validate the selected duration of the
simulation model warm-up period (the elapsed simulation time until performance
statistics are collected).

It can also be used to validate the duration of the cool-down period; and,
implicitly, the duration of the simulation overall.

The project team should select the most important exit links to monitor. These are
links with high volumes and/or ones that require a long time to return to post-peak
flow rates. They also must be locations where the project team has a field count to
compare the simulation results against.

The warm-up period (and the start of collection of performance statistics by the
simulation model) should be long enough to reach consistency between the
model’s predictions of the exiting flow rates and those observed in the field. For
example, if there was only one O-D pair, then the warm-up period must be long
enough for that flow to fill the system, including queues at intermediate
bottlenecks. The potential end of the warm-up period begins when the simulation
model shows vehicles arriving at the destination (when the flow rate into the
destination becomes non-zero.) At a juncture slightly later, the flow reaches a
point where the exiting flow rate becomes consistent with the entering flow rate
given the dynamics of the entering flow, the dynamics of the bottlenecks, and the
time required to traverse the network (on the longest path used). A useful rule of
thumb is that the warm-up period should be twice the duration of the longest O-D
path travel time.

The cool-down period duration is a similar thought. More to the point, the
duration of the simulation should be such that the exiting flow rates all return to
post-peak conditions, consistent with field observations. This ensures all delays
experienced by all vehicles that wanted to use the system have been captured. No
delays have been missed, and consistent with the vehicles denied entry thoughts,
no entering vehicles have been discarded by the simulation model because the
duration of the simulation was too short to allow them to be serviced.

e Vehicles in the system.

o
o

o

This is a running tally of the vehicles on the network at any given time.

It is an instantaneous value that pertains at the end of (or the beginning of) a
specific time interval.

While it is not a metric for which field observations are, today, available (it may
be in the future as the density of probes increases), it is a very useful metric to
examine to ensure that the temporal duration of the simulation is adequate.
Field-based values of the number of vehicles in the system can be estimated by
computing densities and then multiplying by the lengths of the links. For example,
if on a link, at the end of a 15-minute interval, the observed flow rate is 1,200
vehicles per hour (veh/hr) and the average speed is 30 miles per hour (mph), then
the density of vehicles on the link is about 20 vehicles per mile (veh/mi) and the
number of vehicles on the link would be 40 (20%2). Extending this thought to all
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the links in the system produces the number of vehicles in the system at a given
point in time.

o Itis very unlikely that the number of vehicles in system ever reaches a steady
state value because the O-D demands are constantly changing (even if a single set
of O-D flow rates is used). However, it should stabilize, statistically, at a peak-
load value, and then drop to a post-peak level (again in a statistical sense) at the
end of the simulation.

o If, for example, the flow rates on the links in the system after the peak match
observed flow rates for the post-peak condition, then the number of vehicles in the
system (the flow rates multiplied by the lengths of the links and then by the
duration of the observation interval) should also level off to the post-peak
conditions.

5.3 SCOPING THE ROLE OF SIMULATION ANALYSIS

Properly scoping the role of simulation analysis is critical to the project’s success. The project
team must balance the needs of the agency and

stakeholders for accurate information against the Scoping balances decision-making
resources available and scale back the effort or seek needs against analysis resources. It
additional resources when a mismatch is identified. identifies the most cost-effective tool
That said, there are many alternative tools, like the to use at each stage of the analysis.

HCM procedures (Transportation Research Board
2016), that can be used to obtain answers sufficient for reducing the range of alternatives or the
geographical bounds of the study area to be evaluated.!® The more costly simulation analysis
methodology can then be focused on more promising alternatives at truly critical locations.

Identifying the Role of Simulation

Simulation is a very powerful tool, but it is also expensive and labor intensive. It should be used
wisely.

The project team should start scoping the transportation analysis by recognizing that simulation
is one of many special tools available to the project team for conducting the analysis. There will
be stages of the analysis (especially early stages when study boundaries are being defined) where
other tools like sketch planning, regional demand modeling, and HCM analysis may be more
cost effective. Later, when alternatives are narrowed down, simulation becomes the cost-
effective, and sometimes necessary, tool for evaluating the nuances among alternatives.

Generally, the precision and detail of each stage of the analysis should be commensurate with the
objectives of that stage of the analysis and proportionate to the complexity of the mobility and
environmental issues being evaluated at that stage.

10 When using alternative tools, the project team should be aware of the specific limitations of those tools. The
TSSM cannot cover all the limitations of all the potential alternative tools.
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For more information on the available analysis tools and their strengths and weaknesses for
transportation analyses, see Traffic Analysis Toolbox Volume I: Traffic Analysis Tools Primer
(Alexiadis et al. 2004) and Traffic Analysis Toolbox Volume II: Decision Support Methodology
for Selecting Traffic Analysis Tools (Jeannotte et al. 2004).

Some additional thoughts are:

e Sketch-planning methods require the fewest resources and provide the fewest operational
details. They are best for regional or statewide analyses where only a single areawide
result is needed.

e State, regional, county, or city travel demand models require more detail and provide
system and link level performance results. Their forté is demand forecasting. They are
less precise for operations analysis and generally are not directly sensitive to the traffic
operations improvements of TSMO strategies.

e Analytical models of traffic operations, such as HCM-based tools, provide very useful
but limited assessments of the impacts from changes. They are not very sensitive to real-
time control (traffic adaptive) TSMO strategies. They do not forecast demands, and
generally work best in the analysis of individual freeways, streets, and intersections.

e Microsimulation models, when implemented in suitably capable software, provide the
greatest detail in operational results and enable the project team to program in most any
real-time adaptive control strategy. To the extent that queuing can be contained within the
modeled geographic area and time interval, microsimulation models provide superior
estimates of oversaturated conditions, especially when demand is greater than capacity.
They can model systems of facilities and provide performance results in exquisite
temporal and spatial detail.

e Mesoscopic simulation models, particularly those that include DTA capabilities, can
provide an intermediate level of traffic operations analysis detail between travel demand
models and microsimulation models. Mesoscopic simulation models provide more
flexibility for the temporal shifting of demands than microscopic simulation models but
less traffic operations analysis detail. Mesoscopic simulation models provide superior
traffic operations analysis detail to travel demand models but with less ability to model
trip generation, distribution, and mode shifts of travel demand.

While it is natural to seek the greatest precision in one’s analysis, one must consider the
objectives of the mobility analysis, context, resource and time constraints, and built-in
limitations of the simulation tool.

Transitioning between Macroscopic and Microscopic Analysis

At earlier stages of the analysis, when design and operations alternatives are numerous, it may be
practical to use other more static and analytical tools to filter out the less promising alternatives.
These high-level analyses may also confirm or refine the initial decisions to bound the study.
Intersections may be added to or dropped from the study area. The study hours may be expanded
or contracted.
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In the later stages of the analysis, with fewer alternatives to evaluate and with a firmer
understanding of the appropriate temporal and geographic limits of the study, it becomes cost
effective to employ simulation.

Interfacing Demand and Simulation Models

It is often necessary to tie a simulation model to a demand model to predict the effects of
improvement alternatives. Here, a demand model means

a model used by a metropolitan planning organization, Combined with mesoscopic

or other similar entity, to understand the broad-brush, simulation, DTA provides a

urban network-scale impacts of making capacity connection between demand
investments or operational changes. See Meyer and models and microsimulation
Miller (2002) for a thorough, although dated, discussion | models.

of these models.

A mesoscopic model that incorporates DTA can be used to create an interface between the
planning-level model and a microscopic simulation model. For example, demand models tend to
overpredict the O-D flow rates that can be accommodated by a network during a peak period. In
the case of 20-year forecasts this can result in hourly forecasts for which it is difficult to obtain
meaningful simulation results. The problem is that the planning model is assigning more traffic
to the links than the capacity can accommodate (V/C ratios are greater than one) and the link
travel times do not adequately capture the impacts of the traffic flows. A mesoscopic simulation
model combined with DTA can reinterpret the planning model outputs and generate network
loading trends more consistent with the capacity constraints. This meso-DTA model can also
provide feedback to the planning model about more realistic link travel times so that the demand
model produces more realistic demand forecasts. !

Software (Tool) Selection

Once the project team has selected a general approach to the analysis, there may be a question
about what software (tool) to use. Sometimes, only one choice is available, as mandated by
agency policy. However, it is always important to carefully consider the analysis capabilities of
the tools available even if it is only one. There are many commercial or public domain computer
software tools available to do simulation analyses. While this Transportation System Simulation
Manual (TSSM) provides only general advice on methods and tool selection, the selection of the
appropriate tools and methods for analysis is very important and the project team must be aware
of the software tool’s capabilities and limitations. The project team should also consider the
availability of that tool to parties who will be reviewing the analysis, as well as the accuracy and
availability of raw data attributes/data sources that feed into the selected tool.

! For additional information on DTA, Dynamic Traffic Assignment: A Primer. (Chui et al. 2011). Retrieved from
onlinepubs.trb.org/onlinepubs/circulars/ec153.pdf.
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Prototype Simulation Analysis Scope

The following bullets provide a prototypical traffic operations analysis scope in which simulation
is one of the methods used:

1. Project scope.
a. Identify study objectives considering stakeholder needs.
b. Select performance measures.
c. Select analysis approaches for each stage of analysis.
d. Set model calibration targets.
e. Estimate staff time.
2. Data collection.
a. Define data collection methods (e.g., field collection, agency archives, crowd
sourced).
Gather data, base maps, inventory.
Field observations.
Prepare data collection report.
e. Deliver database.
3. Base model development.
a. Input data.
b. Develop quality assurance.
c. Error Checking: Review inputs, Review animation.
4. Calibration.
a. Develop operational scenarios.
b. Compare model performance to field data for each scenario.
c. Adjust model parameters as needed for each scenario to calibrate to targets.
d. Prepare scenario development and model calibration report.
5. Alternatives analysis.
a. Forecast demands, capacity constrain demand using DTA.
b. Base case analysis.
c. Project alternatives analysis.
d. Review results for reasonableness.
e. Prepare alternatives analysis report.
6. Final Report.
a. Key results.
b. Visualization of results.
c. Technical documentation.
d. Delivery of model files and user’s guide to explain use of files.

/oo

Source: FHWA.

Figure 11. Illustration. Prototype simulation analysis scope.
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CHAPTER 6. DATA

6.1 INTRODUCTION AND DATA LANDSCAPE

Data collection is one of the most critical steps in a simulation-based study. As models are
calibrated to the data collected, the true validity of any model is dependent on the quality of data
it is fed. See Wunderlich et al. (2016), Virginia Department of Transportation (2015), and
Transportation Research Board (2016) for good discussions on this topic. As indicated by the
papers in Antoniou et al. (2014), availability of real-world data can improve reliability of the
models’ predictions. Therefore, it is critical to identify key data required for the study very early
in the project. To properly conduct traffic operations and/or safety analyses, the guide from
Florida Department of Transportation (2014) indicates the transportation analysts need to make
informed decisions on what data to collect, when to collect it, where to collect it, how long to
collect it, and how to manage the collected data.

As an indicator of the importance of data considerations in a simulation environment, a recent
project in Europe (known as MULTITUDE) identified "absence of appropriate data" as one of 12
key issues of importance (Antoniou et al. 2014). The MULTITUDE team discussed the need for
an optimized data resource library (or libraries) to aid in the improvement of simulation
modeling, particularly in the calibration and sensitivity analysis procedures. The need for greater
data quality and quantity was identified as a major conclusion of the MULTITUDE project.

Regarding the importance of data in the calibration and validation of simulation analyses, the
MULTITUDE team stated:

Although there might be rare occasions where to do a study without any data, we
strongly advise against this. If there are no data available, get them. If there are
still no data available, increase your efforts to get them. Even if you learn from
these data that the parameters in your model (as put into it by the manufacturer of
the model) fit the data you have obtained quite well without any calibration, your
study is now much stronger and more trustful than it was without data.

The objective of this chapter is to establish a framework and provide guidance for obtaining and
applying a wide range of data to the simulation enterprise.

6.2 TRAFFIC DATA MEASUREMENT
Generally, in the United States (U.S), traffic data can be derived from different types of sources:

e Government agency traffic management centers (TMC).

o Point measures from sensors.

o Segment measures from probe vehicles.

o Incident locations/logs from closed-circuit television (CCTV) and TMC staff.
e Fleets or private organizations.

o Segment measures from probe vehicles.
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e Community crowdsourced.
o Matched anonymous position data from cellular users.
o Incident locations from communities of users.

Government Agency Traffic Management Centers

Most U.S. metropolitan areas have traffic management centers. As of 2011 there were 266

located across the U.S. (see
Source: FHWA.

Figure 12). The scope of TMC covers a range of functions, including freeway management
(usually performed by States), arterial management (usually performed by cities), and emergency
and incident response. TMC are operated according to local needs and may not be staffed 24
hours per day/7 days per week. Sensors and CCTV cameras usually feed information into the
TMC and to the public via web-based services. Incident management may include surveillance,
verification, dispatch, response, and resolution via the most appropriate agency (e.g., department
of transportation [DOT] maintenance, law enforcement, and emergency medical response).

« = Location of TMC *

Source: FHWA.

Source: FHWA.
Figure 12. Map. Locations of traffic management centers in the United States in 2010.

Fleets or Private Organizations

Travel times are also collected by fleet management systems. As of 2013 there were more than
1.5 million equipped vehicles owned by more than 10,000 fleet operators. Other fleets or private
entities may provide travel time data that can be used by traffic data providers.

Community Crowdsourced
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Several of the traffic data providers use matched anonymous position data from cellular users
and incident locations from communities of users (e.g., Waze). Speeds are linked to roadway
segments and usually converted to a color on the map (green-yellow-red spectrum). These are
collected passively, as opposed to active crowdsourcing where personnel are present to actively
place markers to aid data collection. For high-flow facilities, such as freeways and arterials, it is
likely that the speeds/travel times are frequently refreshed. For low-flow links, however, it is not
always clear how historical data are merged with real-time data. From a user’s perspective, it is
not possible to determine how recent the data is. Also, anecdotally and based on some prior
research, the traffic data providers do quite a bit of smoothing, incorporating historical data that
reduces the ability to detect abrupt changes to traffic conditions.

6.3 FUNDAMENTALS OF TRAFFIC MEASUREMENTS

Usually point-based sensor data (typically count, occupancy, and
speed) are collected along roadway segments and made available free
of charge to traffic data providers in simple-to-use formats (e.g.,
extensible markup language [ XML]). Some regions use probe
vehicles from tolling systems or license plate recognition to provide
segment-based travel times that are displayed via variable message
sign (VMS) and made available via XML. Detectors are technically
able to record actual passage times, speeds, and lengths of individual
vehicles. But traditionally these metrics are aggregated.

Source: FHWA.

Figure 13 is a time-space diagram (time on the x-axis and distance on the y-axis) that can be used
to illustrate how point measures are used. A set of sample vehicle trajectories are shown. For
example, at location x1, a total of 7 vehicles are counted during the time interval shown, such that
the flow during the interval 7 is 7/¢. Flow (also sometimes referred to as volume or throughput) is
always measured at a point. Speed can also be directly measured with pairs of loop detectors,
microwave devices, and other sensors.

Figure 14 also aims to illustrate how speeds are measured and extrapolated upstream and

downstream to characterize a segment of roadway. The green shaded area illustrates the
influence area of the detector at location x;. Note that the actual trajectories in this situation are
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approximated as straight lines, assuming constant speeds over the influence area. In normal
practice, point measures are usually aggregated over time intervals of 20 seconds, 30 seconds, 1
minute, 5 minutes, or even 15 minutes. Speeds measured from successive sensors can be applied
to successive influence areas; the areas’ travel times can be summed to obtain a corridor travel
time.
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Distance

Source: FHWA.

Figure 13. Chart. Point measures of traffic conditions extrapolated over a highway
segment.

In some situations, speed can be approximated by identifying a vehicle at two sequential
positions along a highway.

Source: FHWA.

Figure 14 illustrates the method for estimating a vehicle’s speed over a segment of highway,
where its position is recorded at the two locations shown (separated by distance d) and two times
(represented by travel time 7). The vehicle’s average speed over a distance, or space mean speed,
is calculated as d/t (space mean speed).
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Figure 14. Chart. Vehicle position matching speed estimation method.

In transportation, delay is often used as an important performance measure.

Source: FHWA.

Figure 15 shows that delay is defined as the difference between free flow travel time and actual

(or average) travel time.
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Figure 15. Chart. Definition of delay.

In addition to the commonly used floating-car method (used for calculating both speeds and
travel times), actual speed can be measured via sensors or probe vehicles. The preferred method
of determining free-flow speed is observing traffic speeds during periods of low flow (e.g., non-
congested, off-peak daytime hours), though some practitioners use a posted speed limit (or
posted speed limit plus 5 miles per hour [mph]) as an assumed free-flow speed.

For completeness, it is worth mentioning that some fundamental

traffic related measurements are defined spatially but in practice are
difficult to obtain.

Source: FHWA.

Figure 16 illustrates that density is defined at time j over segment length d. In this case 6 vehicles
are observed over distance d at time j, resulting in density 6/d vehicles/distance (typically
reported as vehicles per mile [veh/mi]). Density is often used as a performance measure but is
difficult to measure in practice. Even though density is not a commonly available data source
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right now, the introduction of data collection by UAVs is poised to bring about new possibilities
in this regard.
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Figure 16. Chart. Spatial measurements.
6.4 INCIDENT-RELATED TRAFFIC MEASUREMENTS

Incidents are defined as crashes, breakdowns, and other random events that occur on the
roadway. Incidents (from both recurring and nonrecurring sources) contribute to a significant
share of delays on highways, lead to blockages and road closures, increase drivers’ exposure to
hazardous conditions, and cause secondary crashes. Incidents also divert maintenance resources
and reduce productivity.

Incidents are logged when TMC are staffed (typically during peak periods) via a computer-aided
dispatch (CAD) system, which is sometimes linked with the region's emergency dispatch system
(9-1-1 center). The logs include the incident start time and location (a point on the roadway,
usually by milepost [MP] and direction; for example, northbound Interstate 95 at MP 23.45).
When the incident is cleared, usually the same incident that was initiated is given an end time. In
TMC, the spatial extent of an incident is rarely logged. Also, the end time of the queue or
congestion triggered by the incident are generally not recorded. Sometimes, incidents are
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erroneously left open, or multiple logs for the same incident are entered. Incidents that are just
congestion or a queue are not usually logged. When TMC are not staffed, or are understaffed, not
all incidents will be captured.

Source: FHWA.

Figure 17 illustrates that the incident is logged at a specific point and its duration does not
typically account for the spatial and temporal realities. State DOT often use the same dispatch
system to indicate planned construction or maintenance activities, so there are often open
incidents that cover long time periods that may not correctly indicate the activity’s time, location,
and duration. This is distinct from situations in other countries where an incident is typically
defined by its spatial and temporal extents.
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Figure 17. Chart. Incident location and duration measurement in the United States.

6.5 DATA TYPES AND SOURCES

The precise data requirements for developing and calibrating a transportation analysis model
vary based on the software tool used; however, they all require the following basic types of
input:

e Geometric data.

e Traffic count data.

e Traffic signal operations data.
e Calibration data.

e Safety data.

6.6 GEOMETRIC DATA

Geometric data include any data required to characterize a network. See VDOT (2015) and
FDOT (2014) for examples. There are many different types of geometric parameters but not all
parameters are required for each analysis type. Further data may be required based on the
selected analysis tool. The most recent version of the available aerial imagery must be used to
field verify and validate the accuracy of data. Table 4 below lists typical geometric data required.

Additional geometric data may be required based on the specific analyses.

Table 4. Typical geometric data required.

Geometric data

Number of lanes

Interchange configuration

Location of preemption devices

Ramp length and radii

Approach grade Acceleration/deceleration lane lengths
Lane widths Distances to adjacent interchanges
Storage bay lengths Distance to upstream warning signs
Taper lengths Driveway spacing

Intersection approach widths

Median data

Shoulder widths

Distance to constricting infrastructure

Lane designations

Vertical and horizontal sight distances

Presence of pedestrians or bike lanes

Location of traffic control devices

Length of passing lane(s), if present

Location of stop bars

Length of no-passing zone(s)

Turn lane radii
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Roundabout approach widths Splitter island locations
Ped/bike crossing distances Transit stop locations
Bike lane/path cross slope Transit bay location
Roadside shoulder slope Transit reserved lanes

6.7 TRAFFIC COUNT DATA

Accurate counts lay the foundation for a well-executed traffic analysis. Traffic
count data include all data necessary for documenting existing or future traffic
conditions, including passenger cars, trucks, bicycles, and pedestrians. The
Federal Highway Administration (FHWA) vehicle classification levels are shown
in

Source: FHWA.

Figure 18 below. Since traffic counts and aerial imagery are constantly changing, care should be
taken to ensure that the latest versions are used for the analysis. VDOT (2015) indicates that
where possible, aerial imagery should be field verified to validate its accuracy. Even if the
roadway has not experienced major geometric and/or traffic control changes since the data
collection period, the appropriate age of the collected data should not exceed 2 years at the time
of the analysis. In areas with seasonal variations in traffic, it may be worthwhile to apply
seasonal factors. Seasonal factors (if needed) are available with most DOTs.
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FHWA Vehicle Classifications
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Figure 18. Infographic. FHWA vehicle classification levels.
The various traffic count data parameters include:

Table S. Traffic count data parameters.

Traffic count data
Peak period turning movement counts | Speed data
Automated traffic recorder counts Demand Profile
Short-term counts Toll plaza and gate lane data
Parking maneuvers Payment choices
Transit service data Time of day restrictions
Vehicle classification data Driveway spacing

6.8 TRAFFIC SIGNAL OPERATIONS DATA

For analyses that include either traffic signals or pedestrian signals, the guide prepared by VDOT
(2015) suggests data on traffic signal operations are typically collected to analyze existing
conditions on-site. The various traffic signal operations parameters that could be included in
traffic analyses are:
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Table 6. Traffic signal operations data parameters.

Traffic signal operations data

Green times (minimum green/minimum initial
and maximum green)

Vehicle extension and gap time

All-red time/red clearance and yellow
time/yellow clearance

Recall mode

Cycle lengths

Time of day clocks

Offsets

Pedestrian crossing times (WALK and
DON’T WALK)

Type of controller (NEMA, fixed time, etc.)

Transit priorities

Sequencing and phasing diagrams

Preemption timings

Actuation type

Ramp metering data (processing splits,
capacity criteria, etc.)

NEMA = National Electrical Manufacturers Association.

6.9 CALIBRATION DATA

Calibration data are required to accurately develop a traffic simulation model. Without the
calibration data, the analyst is unsure whether the model will accurately predict the performance
on-site (VDOT 2015). Calibration data assist the analyst in adjusting the model to reflect local
conditions. Calibration data for operational analyses shall be no more than 2 years old, provided
the roadway has not experienced any major geometric and/or traffic control changes since the
last data collection. It is considered good practice to calibrate a dynamic traffic model with both
travel time/speed and count/flows, because as in reality, there are two conditions with the same
flow and different speed. To collect queue data for calibration purposes, queue lengths should be
collected at 5-minute intervals during data collection. This should be done by observing and
documenting the length of queue for all movements. In oversaturated conditions, the entire
extent of the queue should be observed and documented, even if the queue extends past an

adjacent intersection.

The various calibration parameters used for traffic analyses include but are not limited to:

Table 7. Calibration data parameters.

Calibration data

Peak period traffic demand

Driver behavior data

Pedestrian and bicycle travel speeds

Toll lane and gate processing time by
payment choice

Mainline speed data

Travel times

Ramp speed data

Queuing data

Throughput data
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6.10 SAFETY DATA

Although safety is not a direct component in simulation models, traffic analysts often collect
safety related data for critical assessment of transportation facilities. Crash databases are
maintained by State DOTs and include information such as crash location, type, and severity.
Safety data parameters collected for most traffic analyses include:

Table 8. Safety data parameters.

Safety data
Historical crash data Crash modification factors (CMF)
Field collected data Safety calibration factors
Roadway alignment data Crash and severity distributions

6.11 DATA SOURCES

Collecting data for traffic analyses may involve contacting multiple agencies to obtain data that
they maintain. It is worthwhile to document what data was recently collected for other analyses
so there is minimal duplication, if any. It may be possible to use existing data that was collected
by other organizations. See Wunderlich et al. (2017) and VDOT (2015) for examples. Some
sources that may be contacted for data include:

e City or municipal departments.

e County roadway departments.

e Regional councils of governments.
¢ Planning agencies.

e State departments of transportation.

Wunderlich et al. (2017) suggests that physical geometry can be obtained from rectified aerial
photography and base mapping files prepared as part of the design effort for projects. Origin-
destination (O-D) trips can be obtained from the local metropolitan planning organization’s
(MPO) regional travel demand model. Note, however, that these are generally 24-hour estimates,
so they must be adjusted and refined to produce peak period estimates for use in simulation
models. Other sources of O-D data include time-lapse aerial photography, feed from license plate
readers, toll-tag data, data from analytics companies, and Bluetooth® detector network data.
Vehicle characteristics data can be obtained from the State DOT or air quality management
agency. Nationwide fleet data can be obtained from car manufacturers, the Environmental
Protection Agency (EPA) and FHWA.

Variable message signs (VMS) in the study area can be obtained from geographic information
systems (GIS) files, aerial photographs, and construction drawings. Data on transit are available
with the local and regional transit operators. It includes schedules and stop locations, along with
other data on dwell times at stops. Wunderlich et al. (2017) and Antoniou et al. (2015) suggest
that event data can be received from public agencies, such as TMC logs. Crash databases should
be verified since data may not always be recent and may not be for the specific study area.
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Traditionally, vehicle counts are determined through traffic surveys or traffic detectors. In
today’s world of innovative technology, several different types of data sets are available to
provide more accurate information such as probe data, connected vehicle data, crowdsourced
data, and other big data sources. Big data has the potential to provide vast amounts of demand,
vehicle, speed, flow, event, and behavioral data with minimal human intervention. Antoniou et
al. (2015) suggests that although their market penetration is still not high enough to justify
replacing traditional data sources, emerging data sources are alternative means for data
verification or adjustment. The modern-day analyst can incorporate these emerging data sets into
various traffic simulation analyses. It is important to note that these sources can be directly used
to assess travel times, but they are just a sample for O-D matrices, i.e., they require an
adjustment process with link counts to expand them and produce a demand that can be used as
input for the simulation. Some details on these emerging data sources are provided in the
following subsections.

First-Generation Probe Data

Probe data are obtained by wireless communications with global positioning system (GPS)
enabled vehicles or mobile devices moving in the network and processed to characterize current
and historic trends of traffic congestion. See Antoniou et al. (2015). These providers leverage
location and speed data from many participants, and in coordination with historical data, present
a comprehensive profile of travel time and traffic congestion. The data collected are processed in
real time and meshed with historical records to provide a continually evolving model of traffic
information, traffic forecasts, travel times, and traffic counts to businesses and individuals.

In addition to probe data providers, probe data technology solutions involve targeted collection
of vehicle position and location data on specific routes, passively detecting and re-identifying
vehicles moving in the transportation system through several methods. Traditional license plate
recognition (LPR) is a technology used to count vehicles and estimate arterial travel time. Using
cameras or CCTV, this approach applies optical character recognition to read vehicle registration
plates. This is used by the police, as well as electronic toll collection agencies on pay-per-use
roads. LPR can catalog the movements of traffic or individuals to generate path travel times and
develop O-D matrices. Similarly, toll-tag technologies and Bluetooth® reader technologies can
be used to match vehicles in one location that appear later in other parts of the network. These
probe data are a readily available resource to the modern-day data analyst and have some key
features of interest to fill gaps or support travel time analyses.

National Performance Management Research Data Set

The national performance management research data set (NPMRDS) is an archived speed and
travel time data set obtained and sponsored by FHWA that covers the national highway system
(NHS) and roadways near 26 key border crossings with Canada and Mexico. See CATT (Center
for Advanced Transportation Technology) Lab (2017). Three sets of NPRDMS data are available
that include speed and travel times at 5-minute intervals over 400,000 road segments: (i)
passenger vehicles, (ii) trucks, and (iii) trucks and passenger vehicles combined. Unlike other
probe-based speed and travel time sources, NPMRDS is updated monthly, not in real time.
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Combining Probe Vehicle Trajectory Data with Segment Speed Maps

As an example of how probe vehicle data can be combined with segment speed maps, consider a
sample that used a 4-mile section of Oregon Route 99W (OR 99W) from Durham Road to I-5. In
this example, approximately 12 hours of probe vehicle data were collected over 5 days (66 runs
that covered weekday peak, weekday off-peak, and weekend midday). GPS data were recorded
at 1-second intervals. One-minute INRIX data were available for the TMC segments coinciding
with the corridor, including:

e Time.
e TMC code.
* Speed.

* Average speed.

* Reference speed.

* Travel time (in minutes).
* Confidence score.

e (C-value.

Source: FHWA.

Figure 19 shows a time-space diagram that contains a color plot of the INRIX speeds as a
backdrop (time is on the x-axis and distance on the y-axis; speed is denoted by color, where red
is slow and green is fast). The probe trajectories from the same day and time are plotted as well,
with colors indicating their speed.
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Source: FHWA.

Figure 19. Chart. Southbound Oregon Route 99W INRIX speeds with probes.

While comparisons are not the point here, B. Subfigure comparison of southbound Oregon Route
99W probe and INRIX times.
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Figure 20 shows some
travel time comparisons between the probe vehicles and the INRIX data on the subject arterial
highway corridor.

Source: FHWA.

A. Subfigure comparison of northbound Oregon Route 99W probe and INRIX times.
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B. Subfigure comparison of southbound Oregon Route 99W probe and INRIX times.

Figure 20. Charts. Sample INRIX comparison to probe vehicle travel times.

Description of Big Data Sources

In this subsection, some sources of big data are described.
Traffic Data Providers

Traffic data providers such as INRIX, TomTom, Google® Maps, and HERE monitor more than
300,000 miles of U.S. and Canadian highways, providing real-time traffic information for more
than 60 countries across North America and Europe. Data are collected from more than 300
million real-time anonymous mobile phones, connected cars, trucks, delivery vans, and other
fleet vehicles equipped with GPS locator devices. INRIX also reports incidents and unique local
variables while offering developers real-time traffic and routing information using application
programming interface (API) access (J).

GPS Data from Large Vehicle Fleets

There are large vehicle fleets with individual GPS-equipped vehicles regularly transmitting
location data to a central database. An example of such a system is the New York City Taxi and
Limousine Commission, which collects more than 40 million records every year and integrates
them into a single database (5). Empty trips are not included in this data set. Data are recorded
per trip, including fields such as trip start and end times, trip duration, O-D information, and
travel cost. Xie et al. (2013) show that similar taxi GPS data can provide rich information to
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calibrate traffic safety models. The taxis, even those without traffic surveillance units, can serve
as probe vehicles. Therefore, they can provide more data sources (i.e., routing and travel time)
for both analytical traffic as well as simulation models.

Cellular Network Data

Cell phone data have the potential to provide real-time information about mobility on a large
scale at low cost. Cell phone location is usually a good proxy for the user’s location. Thus, cell
phone data can be used to provide traffic and travel demand data. Despite being available in
large numbers, cell phone data still have many issues that need to be addressed before they are
used for calibrating simulation models. Antoniou et al. (2015) suggest the primary issues include
data coverage, sample bias, data availability and resolution, data suppression, and geographic
level of detail. Since cell phone data lack the various demographic characteristics required for
travel demand models, they may not be sufficient for independent use. However, they could be
used in conjunction with baseline data, using travel demand surveys to establish a basic pattern
and fine-tuning using travel demand estimates from the cell phone data.

Crowdsourced Data

Travel times can be collected using crowdsourcing data from online services that provide real
time or historical traffic data. The web mapping APIs deliver several hypertext transfer protocol
(HTTP) web services such as static map, directions, distance matrix, elevation, geocoding, and
places. While web mapping applications provide very efficient methods to visualize large
amounts of data sets, real-time traffic data are also available to users. The popular map service
Google® Maps has more than 1 billion monthly active users in more than 200 countries who
generate map data. The City of Chicago created dotMaps, an interactive web mapping service
built on Google® Maps and Google® Cloud Platform that helps the city reduce unnecessary
roadwork and ease traffic congestion. This initiative has improved quality of life, allowed for
more efficient work management, and saved $24 million of taxpayer money by reducing
duplicative work. The crowdsourced methodology can be an attractive approach to transportation
agencies as an alternative low-cost data collection and surveillance method. An example is
shown in Figure 21.
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Figure 21. Screenshot. Daily detail views for displaying predicted daily activities and trips
from cell phone.

Event Data

Several agencies collect event data related to incidents and crashes as well as other related
events. Events such as major construction, sporting events, concerts, or inclement weather may
cause delays in the transportation network. For instance, Antoniou et al. (2015) suggests that
Transportation Operating Coordinating Committee (TRANSCOM), an agency that coordinates
activities of all transportation agencies in the New York and New Jersey regions, collects
volume, speed, and travel time data through electronic readers during such events to enable
calibration of simulation models for similar types of events in future.

Unmanned Aerial Vehicle Imaging Data

Unmanned Aerial Vehicles (UAV) are semi-autonomous or fully autonomous aircraft that can
carry cameras, sensors, communication equipment, or other payloads. Prominent since the 1950s,
Srinivasan et al. (2004) suggests that UAVs have been used since 2010 by Defense Advanced
Research Projects Agency (DARPA) to increase applications in the military. Coifman et al.
(2004) indicates that in transportation, UAVs have found applications in transportation
operations and planning that allow more rapid assessments during incident response, monitoring
freeway conditions, coordinating among a network of traffic signals, gathering traveler
information, guiding emergency vehicles, tracking vehicle movements through intersections, and
estimating O-D flows. Hansen (2016) says that UAVs have found applications in monitoring
congestion as well as analyzing lane-change maneuvers in Denmark.

Connected Vehicle Data

The United States Department of Transportation (USDOT) initiated the connected vehicle
research program (United States Department of Transportation 2018) to explore the potentially
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transformative capabilities of wireless technologies to make surface transportation safer, smarter,
and greener and to enhance livability for Americans. © Fan et al. 2015.

Figure 22 provides a graphical illustration of a fully connected vehicle environment and the
elements of vehicle data involved. For example, connected vehicle safety applications depend on
a basic safety message (BSM), which provides basic vehicle information, such as vehicle size,
position, speed, heading acceleration, and brake system status. Vehicles equipped with connected
vehicle onboard units (OBU) will broadcast BSMs. Data providers have begun to combine
vehicle sensor data with other sources to provide new data feeds augmented with connected
vehicle data. For example, in-vehicle temperature sensor and traction control data can be
combined with traditional atmospheric weather information to give drivers advanced warnings
about dangerous weather-related road conditions, keeping them safer on their route.

© Fan et al. 2015.

Figure 22. Illustration. A fully connected vehicle environment.

6.12 DATA REQUIREMENTS BY ANALYSIS TYPE
Data requirements for building and calibrating traffic simulation models vary based on the type

of analysis being considered. Table 9—Table 15 provide a complete overview of the various
geometric, traffic count, and calibration data requirements per analysis type.
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Table 9. Geometric data requirements for analysis types—signalized/unsignalized
intersections, roundabouts, non-traditional intersections/interchanges, ped/bike lanes.

ANALYSIS TYPES
. . Non-
. Slgnah.zed traditional Pedestrians
GEOMETRIC PARAMETERS 1ntersect1.ons, intersections/ | and bicycles
.u n51gnal.1 zed Rounc e interchanges | (on-and off-
1:;?2:;?;2 (SPUI, CFI, street)
DLT)
Aerial imagery v v v v
Number of lanes v v v v
Location of preemption devices v - v -
Approach grade v v v -
Lane widths v v v v
Storage bay lengths v v v -
Taper lengths v - v -
Intersection approach widths v v v v
Shoulder widths v - v v
Lane designations v v v -
Presence of pedestrians or bike lanes v v v v
Length of passing lane(s), if present = - = -
Length of no-passing zone(s) - - - -

Source: Adapted from Virginia Department of Transportation (2015).
SPUI = single-point urban interchange. CFI = continuous flow intersection. DLT = displaced left-turn

intersection.
- = data not required.

Table 9. Geometric data requirements for analysis types—signalized/unsignalized
intersections, roundabouts, non-traditional intersections/interchanges, ped/bike lanes.
(continuation)

GEOMETRIC PARAMETERS

ANALYSIS TYPES
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Non-

Signalized . .
. & . traditional Pedestrians
intersections, . . .
. . intersections/ | and bicycles

unsignalized Roundabouts | .

intersections interchanges | (on-and off-

and arterials’ (SPUI, CFI, street)

DLT)
Roundabout approach widths - = - -
Ped/bike crossing distances . . & .
Roadside shoulder slope - - - v
Interchange configuration - - e -
Ramp length and radii - - e -
Acceleration/deceleration lane - - e -
lengths
Distances to adjacent interchanges - = & -
Distance to upstream warning signs - & -
Driveway spacing . - ¥ -
Median data v v v v
Distance to constricting . = o .
Infrastructure
Payment choices - - - -
v

Time of day restrictions

Source: Adapted from Virginia Department of Transportation (2015).
SPUI = single-point urban interchange. CFI = continuous flow intersection. DLT = displaced left-turn

intersection.
- = data not required.

Table 10. Traffic count data requirements for analysis types—signalized/unsignalized
intersections, roundabouts, non-traditional intersections/interchanges, ped/bike lanes.

ANALYSIS TYPES
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Non-

Speed data

Signalized Signalized o Pedestrians
. . . . traditional
Intersections, ntersection . . and
e unsignalized reemption | Roundabout THIRE ISy bicycles
PARAMETERS e PTECHIPHOM | Roundabouls | 4 terchanges Y
intersections, and transit (on-and
and arterials riorit (SPUL CF, oft-Street)
BERER DLT)
Peak hour turning v v v v v
movement counts
Automated traffic recorder v v - v v
counts
Annual average daily - - - - -
traffic (AADT)
Parking maneuvers v v v v -
Transit service data v v v v -
[Vehicle classification data v v v v -
v v v v

Toll plaza and gate lane
data

Source: Adapted from Virginia Department of Transportation (2015).
SPUI = single-point urban interchange. CFI = continuous flow intersection. DLT = displaced left-turn

intersection.
- = data not required.

Table 11. Calibration data requirements for analysis types—signalized/unsignalized
intersections, roundabouts, non-traditional intersections/interchanges, ped/bike lanes.

ANALYSIS TYPES
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CALIBRATION DATA - Sionalized Non-
PARAMETERS Signalized | S1gnauze traditional | Pedestrians
intqsecti.ons, lnrf;sscggﬁ Roundabout intersections/ |and bicycles
unsignalized | P ptio oundabouts interchanges (on-
intersections, | and transit and off-
- priority A Street)
and arterials DLT)
Peak hour/period traffic v v v v -
demand
Pedestrian and bicycle travel - - - - v
speeds
Mainline speed data v v v v -
Ramp speed data - - - v -
Toll lane and gate processing - - - - -
time by payment choice
Travel times v v - v i
v v v v

Queuing data

Existing crash data

Source: Adapted from Virginia Department of Transportation (2015).
SPUI = single-point urban interchange. CFI = continuous flow intersection. DLT = displaced left-turn

intersection.
- = data not required.

Table 12. Geometric data requirements for analysis types—freeways/interchanges, two-lane
highways, multilane highways.

GEOMETRIC PARAMETERS

ANALYSIS TYPES
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Freeways/
interchanges
(merge, diverge,
weave, collector-
distributor)

Two-lane Multilane
highways highways

Aerial imagery v v

SN

Number of lanes v -

Location of preemption devices - - -

Approach grade

v v
Lane widths N4 v

Storage bay lengths - -

SISNISN|S

Taper lengths - -

Intersection approach widths - - -

Shoulder widths

Lane designations

SR

Presence of pedestrians or bike lanes -

v
Length of passing lane(s), if present - v -
Length of no passing zone(s) - v

Roundabout approach widths - 3 o

Ped/Bike crossing distances - - -

Roadside shoulder slope - - -

Interchange configuration

Ramp length and radii

Distances to adjacent interchanges

v
v
Acceleration/deceleration lane lengths v - -
v
v

Distance to upstream warning signs

Driveway spacing - -

v
Median data - - v
Distance to constricting infrastructure v v v

Payment choices - - -

Time of day restrictions - - -

Source: Adapted from Virginia Department of Transportation (2015).
- = data not required.

Table 13. Traffic count data requirements for analysis types—freeways/interchanges, two-
lane highways, multilane highways.

TRAFFIC DATA PARAMETERS ANALYSIS TYPES
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Freeways/
(niziegr:h;?}i:; Tyvo-lane Multilane
weave, ’collector,— T T
distributor)
Peak hour turning movement counts - - v
Automated traffic recorder counts v v -
Annual average daily traffic (AADT) - - -
Parking maneuvers - - v
Transit service data - - v
Vehicle classification data v v v
Speed data v v v
Toll plaza and gate lane data - - -

Source: Adapted from Virginia Department of Transportation (2015).

- = data not required.

Table 14. Calibration data requirements for analysis types—freeways/interchanges, two-
lane highways, multilane highways.

ANALYSIS TYPES
Freeways/

CALIBRATION DATA PARAMETERS IIHETIET 25 Twolany Multilane
(merge, diverge, highways highways
weave, collector-

distributor)

Peak hour/period traffic demand v v v
Pedestrian and bicycle travel speeds - - -
Mainline speed data v v v
Ramp speed data v - -
Toll lane and gate processing time by payment - - -
choice

Travel times v v v
Queuing data v - v
Existing crash data - - -

Source: Adapted from Virginia Department of Transportation (2015).

- = data not required.

Table 15. Geometric data requirements for analysis types—work zone traffic, toll plazas,
gated lanes, managed lanes, ramp metering, safety analyses.

GEOMETRIC PARAMETERS

ANALYSIS TYPES
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Work zone
traffic (freeway
or arterial)

Toll plazas and
gates

Managed lanes
or
ramp metering

Safety
analyses

Aerial imagery

<«

Number of lanes

Location of preemption devices

Approach grade

Lane widths

< 4

Storage bay lengths

Taper lengths

Intersection approach widths

Shoulder widths

Lane designations

Presence of pedestrians or bike lanes

< 4

Length of passing lane(s), if present

Length of no passing zone(s)

Roundabout approach widths

Ped/bike crossing distances

Roadside shoulder slope

Interchange configuration

Ramp length and radii

Acceleration/deceleration lane lengths

Distances to adjacent interchanges

ARIRYRIRIPY

Distance to upstream warning signs

Driveway spacing

Median data

Distance to constricting infrastructure

SRR

Payment choices

RV R IR R R R PRI R R R R R R R RIS

v
v

Time of day restrictions

o

Source: Adapted from Virginia Department of Transportation (2015).

- = data not required.

6.13 EXAMPLE DATA COLLECTION INITIATIVES

This section provides examples of data collection initiatives across (1) a freeway corridor, (2) a
freeway interchange, and (3) a highway corridor. The objective of these examples is to provide
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the analyst with a firsthand account of the various steps involved in collecting data to

analyze/simulate traffic operations across such facilities.

Table 16. Traffic count data requirements for analysis types—work zone traffic, toll plazas,
gated lanes, managed lanes, ramp metering, safety analyses.

Toll plaza and gate lane data

ANALYSIS TYPES
Work zone Manaced
TRAFFIC DATA PARAMETERS traffic Toll plazas 2 Safety
lanes or ramp
(freeway or and gates . analyses
. metering
arterial)
Peak hour turning movement counts v - - -
Automated traffic recorder counts v - v -
Annual average daily traffic (AADT) - - v
Parking maneuvers v L - -
Transit service data v - - -
Vehicle classification data v v v -
Speed data v v v _
v v

Source: Adapted from Virginia DOT (2015).

- = data not required.

Table 17. Calibration data requirements for analysis types—work zone traffic, toll plazas,
gated lanes, managed lanes, ramp metering, safety analyses.

ANALYSIS TYPES
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Work zone Managed lanes
CALIBRATION DATA traffic Toll plazas and| ramp Safety
PARAMETERS (freeway gates . analyses
or arterial) metering
Peak hour/period traffic demand v v v -
Pedestrian and bicycle travel speeds - - - -
Mainline speed data v v - -
Ramp speed data v - - -
Toll lane and gate processing time by v v - -
payment choice
Travel times v v v -
Queuing data v v - -
Existing crash data - - - v

Source: Adapted from Virginia Department of Transportation (2015).

- = data not required.

Sample Freeway Corridor Data Inventory

For the analysis of a freeway corridor, in many locations, high-resolution sensor data are
available. The first recommended step is to create a functional diagram that clearly shows
the locations of geometric features (on- and off-ramps, lane drops, etc., and sensor
locations). See

Source: FHWA.

Figure 23. Diagram. Oregon Route 217 functional diagram.
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(Oregon Route 217 [OR 217] in Portland, Oregon, as a case study).

For this corridor, inductive loop and radar detector data are
available at 20-second resolution (minimum) as well as 5-
minute, 15-minute, and 1-hour aggregations. The data are lane
by lane count, occupancy, and speed. Dual loop detectors are
used so speed is measured (not estimated), and as of 2016,
vehicle lengths are also available. When averaged across lanes,
the speed is weighted by volume. A sample output of 5S-minute
data for 1 detector is shown in Source: FHWA.

Figure 24.

For one station, the data can be plotted and analyzed in a nearly unlimited number
of ways. As an example,

Source: FHWA.

Figure 25 shows time series plots of speed and volume over 1 weekday using 1
month of detector data for midweek days (Tuesday—Thursday). In this location,
it's clear that there are peaks in the morning and afternoon. Extrapolating point
measurements such as county segment is possible and most often uses the
midpoint method. As shown in

Source: FHWA.
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Figure 26, it is possible to assume that a speed value measured at one detector represents speed
conditions half the distance to the next downstream detector and half the distance to the next
upstream detector for a specific resolution interval.

U.S. 26 West
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52 N ] 1
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< 42
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............ ore MP 2.16 - Allen 59
60 MP 2.55 - Allen oia K,( MP 2.68 - Denney 6
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4 4 ] ’
81 MP 4.35 — Scholls Ferry
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. I
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.45 MP 5.95 — 99W West 6 6 MP 5.9 - 99W East 24
MP 6.33 - WAVETRONIX .36
a MP 6.33 - WAVETRONIX |
3 1 : R o o oo MPB6.61-72nd 74
) MP 6.77 -72nd 7 — ‘
MP7-OR217WBtoSB /g © © °f— 7 |
61 .
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....................... |5 NB Way
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Source: FHWA.

Figure 23. Diagram. Oregon Route 217 functional diagram.
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starttime speed volume
10/18/17 15:00 66.97 1260
10/18/17 15:05 64.56 900
10/18/17 15:10 64.21 672
10/18/17 15:15 65.05 876
10/18/17 15:20 66.61 1344
10/18/17 15:25 64.93 972
10/18/17 15:30 64.06 1272
10/18/17 15:35 64.63 936
10/18/17 15:40 61.11 1584
10/18/17 15:45 61.34 1164
10/18/17 15:50 59.39 1296
| 10/18/17 15:55 54.47 1056
10/18/17 16:00 61.15 1236
10/18/17 16:05 59.31 744
10/18/17 16:10 54.99 1632
10/18/17 16:15  22.1 588
10/18/17 16:20 26.69 1500
10/18/17 16:25 21.76 588
10/18/17 16:30 44.62 1200
10/18/17 16:35 53.85 1356
10/18/17 16:40 50.71 1320
10/18/17 16:45 33.71 924
10/18/17 16:50 28.56 1356
10/18/17 16:55 27.97 900

Source: FHWA.

Figure 24. Illustration. Sample S-minute data.

Source: FHWA.

Figure 27 shows a plot of measured speed along the OR 217 freeway corridor having applied the
midpoint method described above. From this perspective, it is possible to see the peak periods
and the bottleneck location—very useful inputs for a simulation activity.
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Figure 25. Chart. Daily speed count data.

Influence area |
A2+ dyf2 |

(ydida) awnjop

Source: FHWA.

Figure 26. Chart. Midpoint method illustration.
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Speed plot for OR 217 NB on Wed Feb 13, 2013 (Speed (mph))
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Source: FHWA.
Figure 27. Chart. Speed plotted over time and space.

Speeds can also be converted to travel time by taking the segment length and
dividing by speed. A corridor travel time can be constructed by summing successive
segment travel times.

Source: FHWA.

Figure 28 shows how a collection of corridor travel times (in this case using 5-minute travel
times from midweek days over 1 month) can be plotted. This figure shows the mean travel time
as well as the 95th percentile travel time from this specific distribution. Also shown is the
estimated free-flow travel time and a bar chart showing the percent of observations during which
congestion was observed for each time interval.
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Figure 28. Chart. Oregon Route 217 corridor travel time reliability.

Source: FHWA.
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Figure 29 illustrates one method of organizing some of the crash data typically available from
State DOTs for freeway corridors. This figure shows bar charts at each 0.1 MP indicating
different crash types: rear end, turning, sideswipe, fixed object and other. The source of these
data is the Oregon Department of Transportation (ODOT) Reported Crashes Database.

Crashes

l/ Barnes
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|
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. L]
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o o \o MP 3.85 - Scholls Ferry %
I
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o o \o g

|
. o :o[ MP 5.43 « WAVETRONIX
o o &o MP 5.85 - 99W West
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\ M Fixed Object
M Other

Source: FHWA.

Figure 29. Illustration. Freeway corridor crash analysis.
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Weather and rainfall data may also be available for preparation of freeway data for
simulation. As an example, corridor travel times along OR 217 are shown in Source:
FHWA.

Figure 30Error! Reference source not found. for four scenarios (using a 3-month period):
midweek days with precipitation (wet), midweek days without precipitation (dry) and weekend
days with and without precipitation. As shown in the figure, travel times on midweek days were
noticeably longer on wet days.

” /

) A / A

15
c
£ I l / e Midweek Wet
@ 13 A \
£ == Midweek Dry
=
] = \Weekend Wet
g 11
~ Weekend Dry

[ A

\

g X

5

0:00 4:00 8:00 12:00 16:00  20:00
Source: FHWA.

Figure 30. Chart. Weather impacts on travel times.

Sample Freeway Interchange Data Collection

In order to prepare simulating traffic operations at a simple freeway diamond
interchange, the first step is to obtain basic aerial mapping of the site. In this
example, the [-5/Wilsonville Road interchange was studied in Wilsonville, Oregon.
The east-west arterial includes four consecutive signalized intersections (including
freeway ramps) and two non-signalized intersections (see Source: FHWA.

Figure 31Source: FHWA.

Figure ).
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Figure 31. Map. Interchange map and aerial views.
At the time of the analysis, there were concerns about heavy traffic volumes entering the City

of Wilsonville and a nearby retail shopping area. Data collection included (A. Subfigure of
turning movements.

Source: FHWA.
B. Subfigure of site reconnaissance photos.
Figure 32Source: FHWA.

A. Subfigure of turning movements.

Source: FHWA.

B. Subfigure of site reconnaissance photos.

Figure ):
e Aerial photographs from ODOT.
e Computer-aided design (CAD) drawings from the City of Wilsonville.
e Turning movement counts from DKS Associates.
e Field data: Evening (PM) peak period signal cycle times (10 data sets) and sight

distances, lane widths, island sizes, and pavement markings.
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Source: FHWA.

A. Subfigure of turning movements.

Source: FHWA.

B. Subfigure of site reconnaissance photos.

Figure 32. Illustrations. Turning movements and site reconnaissance.
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Travel time runs were also conducted for three routes shown in Source: FHWA.

Figure 33:

Source: FHWA.

Figure 33. Map. Travel time runs.

Sample Highway Corridor Data Inventory

Outside of urban areas, data sources may be more dispersed spatially and may have lower
temporal resolution. As one example, U.S. Route 26 (U.S. 26) and Oregon 35 (OR 35) are the
two highways that provide access to recreational areas in Mt. Hood National Forest east of
Portland, Oregon. Both highways are primarily two lanes and have posted speed limits of 55
mph (see © Oregon Department of Transportation.

Figure 34Error! Reference source not found.).
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Variable Message Sign

Variable Message Sign

Closed Circuit Television Camera

Road Weather Information System

Figure 34. Map. U.S. Route 26 and Oregon Route 35.
Despite its more rural setting, the Mt. Hood highway has CCTV cameras and
permanent Automatic Traffic Recorder (ATR) stations throughout the corridor that
provide count and vehicle classification data for planning purposes. © Oregon
Department of Transportation.

Figure 35 is a map of all ATR stations throughout the state.
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Figure 35. Map. Oregon permanent automatic traffic recorder stations.
© Oregon Department of Transportation.
Figure 36 is a sample of the data that can be obtained from the ATR system. The figure

summarizes average daily traffic (ADT) estimates by year and month, as well as a vehicle
classification breakdown, for one ATR station near Rhododendron, Oregon.
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Lacation:
Year ADT
3003 e
1004 E211
H05 TR0
I0E  ES15
07 ES42
N0E  El62
G BTG
N0 ETI4
1 B30
N2 E4ED
January
February
March

April

May

June

Tuly

August
September
Ociober
November
December

USD6; MP 4638; MT. HOOD HIGHWAY NO. 26; 0.20 mile east of Camp Creek Rd

{USFS 1E)

Max
Day

216
231
198
233
197
207
214

Average
Weekday
Tralfic

G2ED
5035
G043
4963
5905
G977
S0Z1
9139
7152
5198
4TEL
726

Percent ol ADT
Max 10TH HTH
Hour Hsur Hour
23.B 213 19.5
224 19.5 18.8
30 M3 196
4 19.1 185
21.2 18.9 18.1
ne 20.4 192
723 19.6 184
216 19.8 189
4.7 0.0 1.6
4.0 210 202
Average
Percent Daily
ol ADT Trallic

74 Q101

0 640

71 E166

59 T106

0 T473

B2 B337

106 11239

108 11656

B4 ET08

&1 6150

56 5676

o1 47T

Site Name: Rhododendron {03-006)
Instulbed: Augast, 1993
HISTORICAL TRAFFIC DATA
HETORICAL ADT EY YEAR
JTH
Hour 10060
188 B000
182 e
189 ALT
18.0 .
177 =
18E o
178 D% M 65 8 o7 08 M w0 11 42
185 Y
18.1
19.4
101X TRAFFIC DATA
Classification Breakdown Percent of ADT
Percent Matorcyles L.1&
of ADT Passenger cans THAE
107 Light Trucks 1573
10z Buses ose
L1l Single mnit trucks (2 axles) 1ES
B4 Single unit trucks (3 axles) 04z
BR Single unat trucks (4 or more axles) 0.0
R Single trailer trucks (4 or kess axles) 1E7
132 Single trailer trucks (5 axles) igs
137 Single trailer trucks (6 or more axles) 1.50
10 Wiubts trailer trucks (5 or bess axles) b2z
73 Wlubti trailer trucks (6 axles) LR L]
&7 Mubts trailer trucks (7 or more axles) 203
112

© Oregon Department of Transportation.

Figure 36. Screenshot. Automatic traffic recorder system output.

In rural areas, probe vehicle data from NPMRDS, now provided by INRIX (formerly provided
by Nokia/HERE), can be a resource for obtaining speed data. This can complement volume data
that may be available from ATRs or other counting programs. For NPMRDS and other probe
data, corridors are broken into unique traffic message channel (TMC) codes (see sample from

another highway in © Oregon Department of Transportation.

Figure 37), and travel speeds and times are estimated for every minute or every 5 minutes,
depending on the level of aggregation. U.S. 26 is broken into 12 eastbound and 12 westbound

TMCs across 51 miles between Oregon Route 211 (OR 211) and Oregon Route 216 (OR 216).
Oregon 35 is broken into 8 TMCs northbound and 7 TMCs southbound between -84 and U.S.

26.

tmc

114+04411
114P04411
114+04412
114P04412
114+04413
114P04413
114+04414
114P04414
114+04415
114P04415

road

OR-217
OR-217
OR-217
OR-217
OR-217
OR-217
OR-217
OR-217
OR-217
OR-217

direction

intersection

NORTHBOUND 72ND AVE/EXIT 7
NORTHBOUND 72ND AVE/EXIT 7
NORTHBOUND OR-99W/PACIFIC HWY/EXIT 6 OR
NORTHBOUND OR-99W/PACIFIC HWY/EXIT 6 OR
NORTHBOUND GREENBURG RD/EXIT 5
NORTHBOUND GREENBURG RD/EXIT 5
NORTHBOUND OR-210/SCHOLLS FERRY RD/EXIT 4 OR
NORTHBOUND OR-210/SCHOLLS FERRY RD/EXIT 4 OR
NORTHBOUND HALL BLVD/EXIT 4A
NORTHBOUND HALL BLVD/EXIT 4A

state county

OR
OR

OR
OR

OR
OR

WASHINGTON
WASHINGTON
WASHINGTON
WASHINGTON
WASHINGTON
WASHINGTON
WASHINGTON
WASHINGTON
WASHINGTON
WASHINGTON

© Oregon Department of Transportation.

zip
97223
97223
97223
97223
97223
97223
97223
97223
97223
97223

start_latitude start_longitude end_latitude end_longitude miles

45.421573
45.423394
45.428313
45.430527
45.437806
45.441681
45.445374
45.447658
45.456458
45.457541

-122.745525
-122.7476364
-122.754869
-122.757172
-122.765532
-122.77306
-122.780801
-122.783118
-122.78449
-122.784568

45.423394
45.428313
45.430527
45.437806
45.441681
45.445374
45.447658
45.458191
45.457541
45.463056

-122.7476364
-122.754869
-122.757172
-122.765532

-122.77306
-122.780801
-122.783118
-122.784649
-122.784568
-122.786003

Figure 37. Screenshot. Sample traffic message channel codes.
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© INRIX.

Figure 38 is a sample of the data obtainable from INRIX’s Massive Raw Data Downloader
application. For each TMC and minute, a speed, historic average speed, reference speed, and
travel time are given. The confidence score is a number indicating the source of the estimated
speeds and travel times. A value of 30 indicates the data are entirely from real-time sources, a 10
indicates the data are entirely from historical sources, and a 20 indicates the data are from a mix
of real-time and historical sources. The C value is an estimate, on a scale from 0-100, of how
reliable that row of data are.

—_ f— - — - — —_

tmc_code measurement_tstamp speed average sreference travel tim confidenc cvalue

114-059638 6/16,/2013 22:09 35 54 34 9.29 30 100
114+0527% 6/16/2013 22:09 56 56 36 9.12 10 0
114-05275 6/16/2013 22:09 56 51 31 2.33 30 100
114+05965 6/16,/2013 22:09 54 54 34 242 10 0
114P0527: 6/16,/2013 22:09 53 53 53 0.6 10 0
114M0527: 6/16/2013 22:09 32 52 32 0.61 30 100
114-05970 6/16/2013 22:09 35 55 35 12.4 10 0
114+05271 6/16,/2013 22:09 56 56 56 12,12 10 0
114-05274 6/16,/2013 22:09 52 32 52 6.48 10 0
114+0597C 6/16/2013 22:09 53 53 33 6.36 10 0
114-05969 6/16/2013 22:09 44 47 47 15.7 30 100
114+05274 6/16,2013 22:09 52 52 52 13.29 10 0
114-05273 6/16/2013 22:09 28 28 23 LN g 30 100
114M0527 6/16/2013 22:09 30 30 30 0.04 10 0
114P0527: 6/16,/2013 22:09 30 30 30 0.1 10 0
114+05273 6/16/2013 22:10 59 59 59 12.58 10 0
114-05967 6/16/2013 22:10 64 60 60 1.7 30 69
114+05968 6/16/2013 22:10 59 59 39 1.85 10 0
© INRIX.

Figure 38. Screenshot. INRIX data sample.
© INRIX.

Figure 39 shows average hourly speeds by season, using minute-level speed data from 1 year for
both westbound and eastbound.
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Figure 39. Chart. Sample hourly INRIX speeds by season.

As indicated, the speeds do vary. Note that the early-morning and late-night hour averages are
largely compromised of purely historical data (confidence scores of 10), so they are unlikely to
be very reliable. In all four seasons, U.S. 26 eastbound (uphill) is clearly much slower than U.S.
26 westbound (downhill). In both directions, average speeds tend to be highest in spring, with
little difference among average speeds for the other three seasons. This indicates that speeds
don’t drop as much during winter as might be expected.

6.14 DATA REQUIREMENTS BY MODEL TYPE
The modeling of traffic flow can be performed along a spectrum of three scales—microscopic,

mesoscopic, and macroscopic—from the most detailed to the least detailed, in that order. The
following sections look at data requirements for these model categories in further detail.
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Figure 40. Diagram. Genealogy of traffic flow models.

Macroscopic Models

Macroscopic models describe entities and their activities and interactions at a low level of detail.
For example, the traffic stream may be represented in some aggregate manner, such as a
statistical histogram or by scalar values of flow rate, density, and speed. Lane change maneuvers
would probably not be represented at all; Ben-Akiva (1996) suggests that the model may assert
that the traffic stream is properly allocated to lanes or employ an approximation to this end.
Dynamic macroscopic models, such as the LWR model by Lighthill and Whitham (1955) and
Richards (1956), describe the evolution of traffic over time and space using a set of differential
equations. The solution to these equations can be obtained analytically or using simulation.
Simulation is normally used when temporal and spatial interactions of traffic flows in road
networks need to be evaluated. In Daganzo’s (1994, 1995) cell transmission model, the LWR
model is discretized into cells. The road is represented by many small sections (cells). The
simulation model keeps track of the number of vehicles in each cell, and at every time step
calculates the number of vehicles that cross the boundaries between adjacent cells. This flow
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from one cell to the other depends on how many vehicles can be sent by the upstream cell and
how many can be received by the downstream cell. The number of vehicles that can be sent is a
function of the density in the upstream cell and the number that can be received depends on the
density in the receiving cell. Daganzo’s (1999) lagged cell transmission model is a refinement of
this scheme, where the number of vehicles that a cell can receive (from the adjacent upstream
cell) depends on the density some time earlier in the cell.

Mesoscopic Models

Mesoscopic models generally represent most entities at a high level of detail, but describes their
activities and interactions at a much lower level of detail than a microscopic model. For example,
the lane-change maneuver could be represented for individual vehicles as an instantaneous event
with the decision based on, say, relative densities rather than detailed vehicle interactions as in
the case of the microscopic model developed by Lieberman and Rathi (1997). Per Burghout
(2004), these models can take varying forms.

One mesoscopic paradigm is that of individual vehicles grouped into cells which control their
behavior. The cells traverse the link and vehicles can enter and leave cells when needed, but not
overtake cells ahead of them. The speed of the vehicles is determined by the cell, not the
individual driver’s decisions (Ben-Akiva 1996). Alternatively, another approach is used in some
models (Jayakrishnan et al. 1994; Gawron 1998; Mahut 2001), where the roadway is modeled in
two parts: a queuing and a running part. The lanes can be modeled individually. Although the
vehicles are represented individually and maintain their individual speeds, their behavior is not
modeled in detail. The vehicles traverse the running part of the roadway with a speed that is
determined using a macroscopic speed-density function, and at the downstream end a queue-
server transfers the vehicles to connecting roads. The main application area of mesoscopic
models is where the detail of microscopic models might be desirable; but is infeasible due to a
large network or limited resources available to be spent on the coding and debugging of the
network.

Microscopic Models

Microscopic models, describe traffic at the level of individual vehicles and their interaction with
each other and the roadway infrastructure, as suggested by Burghout (2004). Normally this
behavior is governed by a set of rules which determine when a vehicle accelerates or decelerates,
when it changes lanes, and how and when a vehicle chooses and changes its route to its
destination. Therefore, models that govern the vehicle’s behavior can often be divided into a car-
following model, a lane-change model, and a route-choice model. The car-following model
describes the breaking and acceleration patterns that result from the interaction of the driver with
the vehicle in front as well as other factors (such as speed limits and roadway geometry).

The lane-changing model describes the decisions pertaining to change of lanes, based on the
driver’s preferences and the situation in both the current lane and other lanes (speed of the
vehicle in front, presence of sufficiently large gap in adjacent lane, etc.), as described by
Burghout (2004). The route-choice model describes how drivers determine which path to take
from their starting location (origin) to their destination, and how they react to traffic and route
information along the way. Relative to macroscopic and mesoscopic models, microscopic
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models are costly to develop, execute, and maintain, as indicated by Lieberman and Rathi
(1997).

6.15 SOME CHALLENGES WITH DATA

Collecting all necessary data, verifying their quality, and documenting any assumptions are key
to justifying the results to stakeholders and the public. Some challenges analysts face with data
are discussed in the subsequent sections.

Data Comprehensiveness and Reliability

Traffic counts should be taken at key locations in the study area, including freeway segments,
major intersections, interchanges, and major on- and off-ramps. Ideally, data collection should be
conducted simultaneously at all important observation points. If this is impractical, it should be
done during similar times of day (and for the same length of time) at all locations, under similar
weather conditions and traffic demands. Automated data sources are used for collecting long-
term data needed for developing and calibrating most transportation models. However, many
automated data sources lack robustness or reliability to effectively aggregate different data sets.
Therefore, a thorough review of data quality is recommended at a very early stage to address any
deficiencies (Wunderlich et al. 2017; VDOT 2015; FDOT 2014).

Data Accuracy

Accuracy is the measure of the degree of agreement between data values and a source assumed
to be correct. Wunderlich et al. (2017) and FDOT (2014) suggest it is also a measure of the error.
It is important to have accurate, internally consistent, and recent data. If information on
forecasted traffic conditions is not available, it could be useful to study data from other regions
that may have similar bottlenecks and traffic patterns to those envisioned for the study area. This
is important as the models are not only expected to represent observed conditions but also to
present a clear picture of the future based on assumed future characteristics.

Data Fusion and Aggregation

A data analyst must ensure that each data set is of the same time frame before combining data
sets. Wunderlich et al. (2017) suggests that sometimes, due to delays in transferring data from
roadway sensors to the database or because of the collection frequency, an analyst may have to
adjust the time frame so that the combined data set makes sense. Like the temporal issues, an
analyst may also need to align data sets spatially. Per Traffic Analysis Toolbox Volume XIII:
Integrated Corridor Management (ICM) Analysis, Modeling, and Simulation Guide (2012), it
must be ensured that data from multiple sources also be for concurrent periods to neutralize
seasonal and other travel pattern variances that can affect data (Wunderlich 2002). Cross
validation is a way to ensure the proper temporal and spatial integration of different data sets.
(Wunderlich et al. 2017). When integrating data sets, a data analyst must ensure data sets are
consistent with each other. For example, volume and speed along a roadway should match
(Q=DxV) at any given time; if volume and speed data are affected by an incident, the effects on
both should occur at the same time and location. Another step is checking to ensure traffic
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movements make sense; for example, left-turn vehicles will almost always come from the most
left two lanes.
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Figure 41. Diagram. Traffic conditions that require data for calibration.

When data comes from multiple sources, issues of storage, licensing, and ownership are also
critical. Having a common metadata framework across all systems and using common controlled
vocabularies are keys to ensure consistency and reliability of metadata applied to the information
and data assets. For example, the USDOT Data Capture Management (DCM) Program (USDOT
2018) developed a Research Data Exchange (RDE) platform to share archived and real-time data
from multiple sources and modes to better support the needs of Intelligent Transportation
Systems (ITS) researchers and developers while reducing costs and encouraging innovation. The
USDOT published metadata guidelines for the RDE to be adopted by public- and private-sector
data providers to increase usability of their data. Creation of metadata should be included in
plans for the procurement of any data collection effort; otherwise, there is a risk that data will be
misinterpreted or abandoned as too arcane to support future analyses. A history of detector
numbering should be included in the metadata so that the analyst can link data sets from different
years.

6.16 DATA QUALITY CONTROL

There are many considerations relating to data quality control applicable to the simulation
environment. In general, it is useful to consider six dimensions to the data quality measurement
challenge:

e Accuracy — How closely does the collected data match actual conditions?
o Confidence — Are the data trustworthy?
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o Delay — How quickly are the collected data available for use in advanced traveler
information systems (ATIS) applications?

e Availability — How much of the data designed to be collected are made available?

o Breadth of coverage — Over what roadways, or portions of roadways, are data being
collected?

o Depth of coverage (density): How close together or far apart are the traffic sensors?

Wunderlich, Alexiadis, and Wang, in a study (2017) on Scoping and Conducting Data-Driven
21st Century Transportation System Analyses, state that “When conducting quality control of
data or integrated data, an analyst must make sure to avoid open-ended quality control
procedures and focus on those errors that are most likely to impact the model.” Due to the
presence of a multitude of factors, the analyst tries to control some of the factors since it isn’t
possible to control everything. In some cases, as Wunderlich et al. (2017) and VDOT (2015)
suggest, the analyst needs to preserve outlier data to capture the variability in traffic conditions.
Therefore, the analyst must have a clear understanding of why any outliers appeared and whether
it is likely that similar values will continue to appear. It is important to preserve outliers not
attributable to sensor and processing errors so that the full range of conditions can be visualized.
Most quality control procedures of today are automated. However, some temporal and spatial
consistencies problems in the data are impossible to detect through a basic quality control
procedure. Wunderlich et al. (2017) suggest these inconsistencies (such as widely inconsistent
input/output counts for adjacent traffic count sensors) can be problematic, even if the data have
passed multiple elemental-level checks. If the data are used for model calibration, eliminating
temporal and spatial inconsistencies must be an important focus of quality control.

Wunderlich et al. (2017) give the following guidance on missing data when
conducting quality control: When faced with missing data during quality control, the
analyst must decide whether to discard the data point or impute missing data.
Imputing data can be practical and realistic if the imputed data does not alter the
overall trend observed with the data set. Sometimes, the imputation leads to illogical
relationships (e.g., unequal directional count data at a tunnel entrance and exit).
When this happens, the modeled system cannot be calibrated. Another error could
occur if data is imputed to a data set; but isn't properly marked. If all the analysts
aren't aware which data has been imputed, the overall data set might not make sense,
possibly due to illogical or incongruent relationships. Smoothing data (e.g.,
averaging values of certain time intervals) to minimize the impact of missing data is
a common way of imputation adopted by analysts. The analyst must avoid averaging
data too much, or they will lose information about the variations in traffic patterns
and their impacts. Source: FHWA.

Figure 42 demonstrates one instance where improperly addressed missing data could lead to
inaccurate results. On January 3 (shown by the green circle), Lane 2 (right table) has more
missing values than Lane 1 (left table). If the analyst chooses to average the speeds across both
lanes without applying quality control, the calculated speed for the roadway segment will be
inaccurate, causing issues for later calibration.

108



Element 405e500171;_ MN_T1
Data Content Speed
1/3/2012 1/4/2012 1/5/2012 1/10/2012 1/11/2012
Tue Wed Thu Tue Wed

6:30:00 51 57 53 57

6:45:00 0 57 57 0

ALY O Element 405e500171:_MN__T2

7:15:00 0 pata Content Speed

7:30:00 5

7:45:00 23 1/3/2012 1/4/2012 1/5/2012 1/10/2012 1/11/2012

8:00:00 & Tue Thu  Tue Wed

811500 a2 £:30:00 60 60 58 58

B:30:00 58 6:45.00 60 59 63 63

S =8 7:00:00 0 60 61 0

3:00:00 36 7:15:00 0 60 58 0

=0 i 7:30:00 66 60 0 58

9 4 7:45:00 60 61 0 0
8:00:00 0 62 0 0
8:15:00 0 61 0 60
2:30:00 0 59 0 ]
8:45:00 0 62 0 60
9:00:00 60 0 0 0
9:15:00 0 61 0 0
9:30:00 63 64 0 0

Source: FHWA.
Figure 42. Screenshot. Speed data on two lanes.

This chapter concludes with a boxed-out section that briefly introduces some considerations that
are helpful for analysts conducting reliability analysis.

Reliability Considerations

In the context of travel time, Xie et al. (2013) suggests that reliability can be defined as the
probability that a certain trip (from a given origin to a given destination) can be made
successfully within a specified interval of time. Small et al. (1999) introduced reliability as the
uncertainty about arriving at one’s destination at a predicted time. FDOT (2014) has defined
reliability as the percent of travel that takes no longer than the expected travel time plus a certain
acceptable additional time. Tu et al. (2008) says travel time reliability can capture the variability
experienced by individual travelers. Small et al. (1999) argue it is an indicator of the operational
consistency of a facility over an extended period. FDOT (2000) suggests reliability of travel time
can also be used as a measure of quality of service. The standard deviation, median, coefficient
of variation, buffer time, 95th percentile of travel time, buffer index, planning time index, misery
index, skew, width, and congestion frequency are some of the other metrics used to measure
travel time reliability.

Existing Travel Time and Reliability Measures

Travel time related performance measures are usually constructed from measurements of volume
(measured at a point), speed, and/or travel time for a specific corridor or O-D pair. For example,
the travel time index is usually computed as the mean travel time divided by an assumed free-
flow travel time to traverse a specific distance. In addition, measures that incorporate travel time
reliability have been proposed and demonstrated under different circumstances. Commonly used
reliability measures include the following:
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e 90th or 95th percentile travel time.

e Standard deviation of travel time.

e Coefficient of variation: computed as standard deviation of travel time divided by mean
travel time.

e Buffer index: computed as difference between 95th percentile travel time and mean travel
time, divided by mean travel time.

¢ Planning time index: computed as 95th percentile travel time divided by assumed free-
flow travel time.

e Misery index: computed as difference between mean travel time for worst 20 percent of
trips and overall mean travel time, divided by mean travel time.

e Skew of travel time distribution: computed as the difference between 90th and 50th
percentile travel time, divided by the difference between 50th and 10th percentile travel
time.

e Width of travel time distribution: computed as the difference between 90th and 10th
percentile travel time, divided by the 50th percentile travel time.

e Congestion frequency: percent of time that mean speed drops below a specific speed.

e Lateness and earliness indices: can be based on the log-normal distribution.

Segment Level Analysis

To illustrate some of these points, Error! Reference source not found. (Nam et al. 2005; Zhang
et al. 2003) illustrates the reliability concept using real loop detector data from a 23-mile
Portland, Oregon, freeway corridor (Error! Reference source not found.). Traffic conditions
are usually explained as a point value, but users experience day-to-day variations. Even when the
95th percentile concept is understood, travelers remember the very worst experiences.
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Figure 44. Chart. Basic reliability introduction.
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Loop detectors in this corridor are associated with segments of differing lengths.
© Lyman and Bertini (2008).

Figure 45 shows 5-minute resolution travel time and flow data for a 0.75-mile segment for 1 year
(>1.5 million data points). Travel time through the segment varied throughout the day (solid
line), and its variability over the year increased during the PM peak (vertical error bars show +1
standard deviation). The traffic flow also dropped during the most congested period.
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Figure 45. Chart. Going St. segment travel time for 1 year.

Corridor Level Analysis

Using all measured corridor travel times (5-minute resolution) for one year, Source: ©
Lyman and Bertini (2008).

Figure 46 shows a sorted travel time distribution. Free-flow travel time was 23.5 minutes, mean
travel time was 27.3 minutes, standard deviation was 5.75 minutes, coefficient of variation was
21 percent, and 95th percentile travel time was 41.0 minutes. The figure also shows the buffer
time (13.7 minutes), planning time index (1.74) and buffer index (0.50). For a traveler who wants
to traverse the corridor and be on time 95 percent of the time (i.e., late once per month), a total
travel time of 41.0 minutes should be reserved for this trip.

It's also possible to view how travel times vary over the day. Using 1 month's corridor travel
time data (5-minute resolution), Source: © Lyman and Bertini (2008).

Figure 46 shows the free-flow travel time, mean travel time, 95th percentile travel time and the
percent of monthly readings that were congested (threshold was defined at 1.3 times the free-

flow travel time). The free-flow trip time is about 23 minutes, and an average 8 a.m. trip would
take about 35 minutes. The 95th percentile travel time at 8 a.m. is about 67 minutes, revealing a
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required buffer time of 32 minutes at that time of the morning. As the 95th percentile curve drops
closer to the mean travel time curve, the buffer time requirement is reduced.
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Figure 46. Chart. Corridor travel time distribution for 1 year.
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Figure 47. Chart. Corridor travel time and its variation for 1 month.

Reliability Considered over Time and Space



Reliability issues can be visualized across time (x-axis) and space (y-
axis). Saberi and Bertini (2010).

B. Subfigure of congestion frequency.

Figure -A shows average speed for the same corridor in Portland using
S5-minute data from weekdays during 2 months. Saberi and Bertini
(2010).

B. Subfigure of congestion frequency.

Figure -B shows congestion frequency using a threshold of 40 mph.
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B. Subfigure of congestion frequency.
Figure 48. Charts. Heat maps used to visualize reliability issues across time and space.

This can be extended to reliability measures, as shown in
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D. Subfigure of coefficient of variation.

Figure 49 (buffer index, planning time index, travel time index, and coefficient of variation). In

these examples, normalized values are used such that each measure is divided by its own

statistical range (maximum—minimum). These figures indicate that each index would show

approximately the same trends along the corridor and throughout the day. The travel time index

(without reliability considerations) seems to heighten the trends more than planning time index.
© Saberi and Bertini (2010).

A. Subfigure of buffer index.
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B. Subfigure of planning time.

307.9

305

300

285

290

0:00 B:00 12:00 18:00 24:00
Time

© Saberi and Bertini (2010).

C. Subfigure of travel time index.
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Figure 49. Charts. Heat maps illustrating normalized corridor reliability.

Reliability Considered over Segments

Figure 50 shows one final way of viewing reliability across corridor segments. Here weekday
data from a 2-month period were used to compare AM peak reliability measures.

Travel time reliability, no matter which measure we use, varies substantially across freeway
segments. Note that freeway segments are correlated, which influences the variability of corridor
travel time and should not be ignored. Different reliability measures present different portraits of
the reliability aspects of a freeway corridor. The buffer index and the coefficient of variation have
a high consistency compared to other measures. The planning time index and the congestion
frequency seem to follow similar trends. Segment travel time reliability measures can be used in
regional transportation planning and operations to evaluate and prioritize roadway segments.
Travel time reliability measures, both at the corridor level and segment level, can be used to
highlight corridors or segments that are candidates for operational improvements. It is important
to have access to several days of real data at each location for calibration purposes. A model should
never be calibrated to reproduce a single day of data, because that day may not be representative
of average conditions. It should also not be calibrated just to reproduce the average but also the
variability observed in real data.
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Figure 50. Charts. Morning peak corridor segment buffer index, planning time index,
coefficient of variation, and congestion frequency.
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CHAPTER 7. MODEL DEVELOPMENT

7.1 INTRODUCTION

This chapter describes the process by which the project team should create the data files used as
inputs for the simulation model.

7.2 INITIALIZATION, FILL TIME, AND SPATIOTEMPORAL LIMITS

Many traffic simulation tools offer an input entry for initialization time, warm-up
time, fill time, or some similar name. If the input flow rates are constant, the
initialization time should allow the simulation model to reach a state in which the
number of vehicles entering and exiting the network is roughly equal. This
facilitates a more accurate simulation analysis.!'? An intersection, corridor, or
network model should have an approximately equal number of vehicles entering or
exiting the virtual system, prior to collection of vital performance measures.
Failure to achieve this balance may mean vehicles have not had enough time to fill
up the system, or indicate coding errors (e.g., missing links or nodes). In other
cases, it may mean that conditions were oversaturated during the system
initialization. In many cases, the accuracy of the simulation results may be
compromised. Source: FHWA.

Figure 51 illustrates a traffic network where vehicles have not yet had enough time to fill and
exit the network at all links and nodes. In such a case, congestion-related performance measures
will be overly optimistic. A red X indicates links not yet reached by a significant number of
vehicles.

121t is fine to not do this and have the simulation analysis encompass the entire simulation duration; but, the analyst
then must realize that the output results include the transient associated with filling the network with traffic.
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Figure 51. Diagram. Traffic network during the initialization time.

When the number of vehicles exiting the network is not consistent with the inputs, the analyst
should review the animated graphics to assess the underlying reason. In the case where vehicles
have not yet had enough time to fill and exit the network, the initialization time should be
increased. In the case where oversaturated conditions are preventing vehicles from exiting the
system, the accuracy of the results can be increased by starting the simulation during an earlier
time interval, in which congestion has not yet formed. The rule of thumb is that simulation
results are best when conditions are undersaturated both during the first interval (following
initialization) and during the final interval. It is fine for conditions to be oversaturated during any
other interval.

Chapter 5. previously cited the benefits of well-defined spatial and temporal limits. When
determining such limits, it is helpful to reflect on key questions the analysis is endeavoring to
answer. For example, when testing control strategies to mitigate the three most congested areas
in a city, it may be preferable to perform independent simulations of those specific corridors or
junctions in isolation, as opposed to simulating the entire city. Moreover, those three bottlenecks
may not occur during the same time of day, such that different temporal limits should be applied
to each location. However, to simulate the best evacuation procedures and routes for the city, a
single (large-scale) simulation spanning numerous time intervals may be necessary. Finally,
simulations developed solely for public presentation may involve customized spatial and
temporal limits; but when developing such data sets, engineers should consider the possibility of
whether the data set may someday be reused for a more results-oriented analysis.

Beyond the key questions the analysis is intended to answer, another consideration involves
proper measurement of congestion-related traffic network performance. When conditions are
undersaturated throughout the typical day, conventional wisdom indicates that a peak 15-minute
analysis is often adequate when assessing existing conditions. However, when analyzing
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oversaturated conditions, performance measures cannot be accurate unless congestion forms and
dissipates within the chosen time intervals and physical network structure. In other words, the
beginning of the first interval (and end of the final time interval) should exhibit undersaturated
conditions at all links and nodes. This can be visualized by the congested area of a two-
dimensional heat map being fully encapsulated within the analysis box, as shown in
© Highway Capacity Manual, 6th edition (2016).

Figure 52. This is sometimes referred to as shouldering (i.e., adequate modeling and analysis of
time intervals at the shoulders of the peak periods).

In some cases, practical considerations prevent the use of ideal spatial and temporal limits. For
example, even though oversaturated conditions persist for 2 hours, available resources or data
only support a 15-minute simulation. In another example, although oversaturated conditions
extend across 10 miles, resources and/or data only support simulation of a 2-mile radius. The
scenario of inadequate temporal limits is discussed first.
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Figure 52. Diagram. Spatiotemporal heat maps in three dimensions.

The impact of temporal limits can be conveyed through the queue accumulation
polygon (QAP). Source: FHWA.

Figure 53 illustrates a QAP for a hypothetical roadway segment. At
approximately 5:10 p.m., the QAP starts to develop a steadily increasing queue
length, which may have been invoked by any number of factors (e.g., demand
exceeding capacity on this segment, queue blockage from a downstream segment,
queue spillover from a turn pocket, or the presence of a midblock shopping
center). The QAP depicted in Source: FHWA.
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Figure 53 represents real-world conditions that the analyst wishes to capture in a simulation
model. However, if the analyst chooses restrictive temporal limits (e.g., 5:30-5:45 p.m.), this
will obscure key portions of this operation.
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Figure 53. Illustration. Queue accumulation polygon (QAP) with restrictive temporal
limits.

Many of the core mobility-related performance measures available through simulation are
closely related to uniform vehicle delay, which may be computed as the two-dimensional area
under the QAP. As such, the ideal temporal limits for analyzing this roadway segment would at
least include the 5—-6 p.m. time window to capture the full QAP shape. Moreover, in a Monte
Carlo analysis or scenario analysis, some realizations may produce QAP shapes that extend
beyond the 5-6 p.m. window. Thus, the inclusion of some extra buffer time within the temporal
limits may be helpful. If the simulation were to be terminated early (e.g., at 5:45 p.m.), output
performance measures may be highly inaccurate, because delays experienced by vehicles
entering between 5:30 and 5:45 p.m. cannot be fully measured without simulating 5:45—6 p.m.
However, in cases where moving vehicle animation is a higher priority than the numeric output
statistics, an early end to the simulation will not compromise the accuracy of such animation.
Conversely, if the simulation were to begin late (e.g., at 5:30 p.m.), queue lengths at the start of
the run (following the initialization fill time) might not be realistic. The analyst could try to
compensate by calculating a special initialization time, which would accurately reproduce the
initial set of queue lengths. The risk of this approach is that the initial queue lengths would
presumably be more accurate if the prior time interval(s) had been fully simulated.

The scenario of inadequate spatial limits is discussed next. Source: FHWA.
Figure 54 illustrates another representative QAP for a hypothetical roadway segment. In this
case, the maximum queue length on this roadway segment is quite long, but the spatial limits are

only able to capture approximately half of that distance. As a result, numeric output statistics and
moving vehicle animations will only reflect approximately half of the actual queue length.
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Figure 54. Illustration. Queue accumulation polygon (QAP) with restrictive spatial limits.

The analyst should use judgment to assess the consequences of restrictive spatial limits. On the
one hand, decision makers reviewing the animated graphics would presumably get the point that
oversaturation extends beyond this point of the network for certain periods of time. For certain
public presentations or problem assessments, this may be perfectly adequate. In other words,
there may be little benefit from investing the additional resources that would be required to
capture the full extent of congestion. Moreover, roadway segments that experience queue
spillback beyond the entry nodes may not be the most important segments in the analysis. They
may be low-priority locations whose numeric output statistics will not factor into the decision-
making process. Some tools even offer special performance measures, such as unmet demand,
unserved vehicles, and latent delay, to estimate the impact of the unseen vehicles.
In other cases, the restrictive spatial limits may prove unacceptable. Queues may spill back
beyond the model boundaries. Demand may be lost because vehicles cannot enter the
network. Delays may be underestimated because the QAP is artificially capped at an
arbitrary level (see Source: FHWA.

Figure 54). In addition, signal timing optimizations accounting for delays on all approaches may
not assign adequate amounts of green time to approaches whose spatial limits have been
artificially truncated.

Given these factors that can make spatial limits acceptable and unacceptable, the analyst must
make informed decisions to extend the spatial limits in certain critical areas while allowing
restrictive spatial limits in other, less critical network locations.

7.3 NETWORK DEVELOPMENT

Today’s simulation tools offer several basic methods of data entry and traffic network
development. These network development methods present several corresponding advantages
and disadvantages related to:

125



Level of effort (required number of person-hours).

Required expertise.

Monetary cost of software tools.

Precision of the simulated network.

Assumptions and approximations within the simulated network.

The choice of network development method should reflect the analysis objectives and resources.
The best network development method for one traffic modeling project may not be an efficient
or effective choice for subsequent projects. As is often the case, engineering judgment is
paramount. This chapter may provide some insights to facilitate better judgment.

Conventional Windows-Based Data Entry

Following the widespread adoption of Microsoft® Windows in the 1990s, many traffic
simulation tools adopted a sketch-based data entry approach. In this approach, simulation tool
users would begin by essentially drawing a series of two-dimensional links and nodes. This
approach was intuitive, because the link-node diagram could resemble the area being modeled.
Users could then click on specific links or nodes to view or edit their properties. For example,
users could click on a freeway node having two downstream (i.e., mainline and off-ramp) links,
and could then view or edit the off-ramp exiting flow rate at that location. This concept is
illustrated in Source: FHWA.

Figure 55. By clicking on links and nodes to edit their properties, users could specify location-
specific data such as the number of lanes on each segment, segment lengths, auxiliary lane
lengths, demand volumes, signal timings, free-flow speeds, and so on. Global data, such as the
number of time intervals, initialization fill time, and random number seeds, could be entered in
some other area of the software unrelated to the links and nodes.
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Figure 55. Screenshot. Sketch-based data entry for traffic simulation.

Data Entry over a Bitmap Background

Shortly after the sketch-based data entry approach was developed, traffic simulation vendors
followed up with a helpful supporting feature which would facilitate more intuitive data entry.
They implemented the ability to superimpose the link-node or link-connector diagram on top of
an aerial photo or map image. This bitmap background could be implemented and/or presented
in several electronic image formats such as bitmap image file (BMP), Joint Photographic
Experts Group (JPEG), tagged image file format (TIFF), graphic interchange format (GIF), and
others. Before the aerial photo can be used, there is typically a scaling step in which the
engineer must indicate how the image size (e.g., measured in inches) relates to real-world
distances (e.g., measured in feet), and how the image is oriented with respect to the simulator’s
x-y coordinate system. In addition to making the data entry process more intuitive (e.g., ©
Wisconsin Department of Transportation.

Figure 56), the bitmap background also improved visualization of the traffic animation (e.g., ©
Wisconsin Department of Transportation.

Figure 57). The bitmap background advancement provided the ability to contextualize the traffic
network for better understanding by engineers, decision makers, and the public. Despite their
usefulness, bitmap backgrounds are often omitted for smaller projects and/or research studies.
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Figure 56. Screenshot. Typical background photo for sketch-based traffic simulation
network editing.
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© Wisconsin DeaI:tment of Transpotio.
Figure 57. Screenshot. Traffic animation superimposed above a bitmap background.
Pre-Processors

Simulation products usually offer at least one native sketch-based network
editor, which can edit the full array of available input data. However, a separate
set of pre-processor tools are designed to generate traffic networks more quickly
and easily. This is because the number of input data entries is much smaller in
the pre-processor. For example, a pre-processor might generate an error-free
simulation network after the analyst enters only 20 percent of the required input
data (see Source: FHWA.

Figure 58). For the other 80 percent of the data, default values are typically generated. Therefore,
pre-processors can be a valuable mechanism for saving time.

Pre-Processor Traffic Simulator
(200 input entries) (1000 input entries)

H B E E h

Source: FHWA.
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Figure 58. Illustration. Data entry efficiency provided by a pre-processor.

Pre-processors provide access to the most important and fundamental input data (e.g., demand
volumes, number of lanes, signal timings). Some pre-processors require the drawing of a two-
dimensional link-node diagram, whereas others are capable of automatically generating a default
link-node diagram (usually a linear facility with multiple junctions). Pre-processors often do not
provide access to optional input data that are used less often. These optional data may pertain to
calibration, complex roadway geometry, advanced traffic signal timing parameters, and
advanced traffic management strategies. As such, for major simulation projects requiring
advanced analysis, use of a pre-processor may not be sufficient. In such cases, the analyst may
need to perform all their data entry in the native editor (which may be a time-consuming
process); or switch over to the native editor after initially generating a baseline network in the
pre-processor. © McTrans Center.

Figure 59 provides an example of a pre-processor’s data entry screen, which automatically
generates a linear freeway facility having multiple junctions. This data entry process would be
much faster than the traditional method of drawing a link-node diagram, and then clicking on all
links and nodes to edit their properties.
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© McTrans Center.
Figure 59. Screenshot. Sample expedited data entry in a pre-processor.

Importing Detailed Traffic Data

In addition to pre-processors and native sketch-based editors, a third network creation method
involves importing detailed traffic data, usually from spatially accurate geographic information
systems (GIS). This method allows the efficient importing of large quantities of input data,
saving time and money. This method may be just as fast (or faster) than pre-processors. Some of
today’s simulation tools can import link-node geometries, lane configurations, posted speed
limits, demand volumes, turn movement volumes, and signal timings. When the process works
perfectly, complex traffic networks may be simulated within minutes, without any data entry.
However, the process rarely works perfectly. In most cases, imported data must be edited and
corrected in the simulator’s native sketch-based editor. © 2019 OpenStreetMap™ contributors.

Figure 60 and Source: FHWA.
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Figure 61 are intended to illustrate that although GIS may contain just as much data as the traffic
simulator, some highly specialized and esoteric data items (e.g., advanced signal controller
settings, surveillance detector locations, and vehicle fleet composition) are probably not
available from GIS. Thus, the data entry process will involve filling in missing (specialized) data
and fixing any data that were not properly imported. The efficiency of creating a network this
way will depend on what percentage of data are properly imported, the analyst’s proficiency with
the software tools, the size or complexity of the traffic network, and other factors.
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Figure 60. Map. Traffic data available through OpenStreetMap™.
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Source: FHWA.

Figure 61. Illustration. Data entry efficiency provided by a GIS import process.

Raw Data Entry
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When traffic simulation data must be saved for future use, each network editor
automatically archives the information into one or more data sets. These data sets
come in many raw formats, including extensible markup language (XML),
comma-separated values (CSV), binary, simple text, and others as illustrated in
Source: FHWA.

Figure 62 and Source: FHWA.

Figure 63. These data sets may then be reopened later for further analysis. The data sets may also

be shared, copied, uploaded, and sometimes emailed, as needed.
Raw Data
(various formats)

Network Editor -

Data Saving Operation

Source: FHWA.

Figure 62. Illustration. Raw data storage formats.

<PhaseSplits ID="NBT">41.0</PhaseSplits=
< PhaseSplits ID="SBL">0.0</FhaseSplits>
<PhaseSplits ID="SBT">41.0</FhaseSplits>
zRecall ID="EBL"=0ff</Recall=

<Recall ID="EBT">Min<=/Recall=

<Recall ID="WBL">0ff</Recall=

<Recall ID="WBT">=Min</Recall=

<Recall ID="NBL">0Off</Recall=

<Recall ID="NBT"=0ff</Racall=

zRecall ID="SBL">0ff=/Recall=

=zRecall ID="SBT">Min=/Recall>
<DualEntry ID="EBL">No</DualEntry>
<DualEntry ID="EBT">=Yes</DualEntry>
<DualEntry ID="WBL">No</DualEntry>
<DualEntry ID="WBT">Yes</DualEntry=

Source: FHWA.

Figure 63. Illustration. Example of raw data stored in extensible markup language (XML)
format.
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In some cases, there is little benefit to directly editing the raw data without assistance from a
graphical network editor. However, in other cases, it is more efficient to directly edit the raw
data, and the ability to do so may become important to a project. For example, if it became
necessary to systematically view and/or edit a specific segment characteristic across all
segments, it might be much faster to accomplish this inside the raw data set, instead of repeatedly
clicking on hundreds of links to view and edit their properties. Some simulators also offer a
scripting tool, which can systematically edit a certain characteristic across all nodes or segments.

74 GEOMETRIC DATA

Different simulation tools offer fundamentally different ways of specifying traffic network
geometry. These methods provide various advantages and disadvantages in terms of modeling
fidelity, granularity, and speed of data entry. Accurate specification of geometric data is a
prerequisite to any worthwhile simulation effort. Geometric data are typically entered very early
in the network creation process. As such, critical information (such as segment lengths, segment
curvature, intersection locations, number of lanes, auxiliary'® lane lengths, and merge/diverge
junction locations) can be verified prior to the specification of more detailed data (e.g., volume
demands, intersection control, posted speed limits, signal timings, load conditions).

Links

A link, generally, is a roadway segment that connects two features, junctions, or
intersections. A link may also connect a roadway feature to a junction, or a junction
to an intersection, or an intersection to a feature. A roadway feature may be a
horizontal bend in the roadway, a location that changes the posted speed limit, a
lane drop location, or a change in roadway elevation. A junction may be a freeway
merge location, a freeway diverge location, or an uncontrolled intersection. The
term intersection is often applied to sign-controlled or signal-controlled locations on
surface arterials. In some countries and in some traffic simulation tools, the term
junction may be used to describe intersections. The terms link and segment are
somewhat interchangeable. Source: FHWA.

Figure 64 illustrates a typical link-node diagram.

13 Auxiliary lanes may be left-turn and right-turn pockets at intersections, or acceleration and deceleration lanes on
freeway ramps. Acceleration and deceleration lanes are also present on some surface arterials.
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Source: FHWA.
Figure 64. Illustration. A typical link-node diagram.

While the link length is one of the most important link characteristics, links may contain other
characteristics such as curvature data, number of lanes, existence of auxiliary lanes, one-way
versus two-way travel, auxiliary lane lengths, and link type. Regarding link type, some tools
require specifying whether any given link is a surface link, freeway link, or ramp link. Other
tools offer different link types for different area types (e.g., rural, urban, suburban). In most
graphical network editors, links may be drawn or stretched using the mouse. Drawing or
stretching a link may automatically update the associated link lengths and curvature, but this
tool-specific functionality should be confirmed by the end user.

Nodes

A node, generally, is an intersection, a junction, or a feature point. While intersections and
junctions are usually obvious choices for node locations, some node locations may require more
engineering judgment. As stated previously, a roadway feature may be a horizontal bend in the
roadway, a location that changes the posted speed limit, a lane drop location, a change in
roadway elevation, or another geometric or system change that could affect traffic flow. The use
of nodes to define such locations may be strategic on the part of the engineer. For example, if
nodes are not placed at such locations, it may in some cases compromise the accuracy of the
model. On the other hand, if nodes are placed in too many locations, this may increase the
complexity of the model, increase the probability of data entry errors, and inflate the effort level
required for network development. Eliminating unnecessary nodes can allow faster simulations.
Some simulation tools can model lane drops, warning sign locations, and other load condition
changes within the link itself, without needing a new node. Other tools offer the ability to define
feature points that contain some node characteristics but are generally less significant than nodes.

Many editors offer specification of node coordinates in terms of longitude (x), latitude (y),
and sometimes altitude (z). Nodes can often be added, dragged, dropped, and edited. In
some editors, dragging a node from one location to another may automatically update the
associated node coordinates and connecting link lengths. Node coordinates are sometimes
proportional to real-world units of measurement such as feet or meters. Source: FHWA.

Figure 65 illustrates the node coordinate concept.
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Figure 65. Illustration. Node coordinates.

The z-coordinates may only be relevant when the simulator can model vertical grade effects on
vehicle acceleration, or when the simulator supports three-dimensional (3D) animation. The x-
and y-node coordinates should generally reflect the segment length between them, although
segment lengths that exceed the (Pythagorean) distance between node coordinates may
appropriately indicate a certain amount of curvature. Otherwise, inconsistencies between node
coordinates and their associated link lengths may produce anomalies in the moving vehicle
animation, and in the worst case may compromise the accuracy of simulation results.

Beyond the node coordinates, other node characteristics may include control type (e.g.,
uncontrolled, stop-controlled, yield-controlled, roundabout, pre-timed signal, actuated signal,
ramp meter) and node type. Node types may include freeway nodes, surface nodes, and interface
nodes that connect freeways and surface streets. However, not all simulation tools require
specification of a node type.

Link-Node versus Link-Link Connections

Although links and nodes are common elements among the architecture of traffic
simulation tools, some simulation tools do not offer or recognize nodes. Instead, they only
recognize direct link-to-link connections. This paradigm presents significant advantages
and disadvantages that should be considered during the tool selection process. Source:
FHWA.

Figure 66 and © Wisconsin Department of Transportation.

Figure 67 provide a visual contrast between the two basic types of traffic network architecture.
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Source: FHWA.

Figure 66. Illustration. Link-node architecture.
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© Wisconsin Department of Transportation.

Figure 67. Illustration. Link-to-link architecture.

Link-to-link connection architectures are generally more flexible than link-node architectures, in
terms of their ability to simulate advanced traffic network geometries and control strategies. One
example of this is lane-by-lane modeling, in which individual lanes can be defined as unique
links. This allows individual lanes to have unique demand volumes, free-flow speeds, saturation
flow rates, and sign or signal control. Another example is contraflow lanes. Link-node
architectures tend to require all lanes on a link to serve traffic flow in only one direction, but
link-to-link architectures support spatially overlapping links that can serve traffic flow in any
direction. Link-to-link architectures can seamlessly represent unconventional geometries, like the
displaced left-turn intersection (also known as the continuous flow intersection), signalized
intersections with more than five approaches, and different control types (e.g., stop sign, yield
sign, signal, ramp meter) applied to adjacent lanes.

Although advantageous in many complex modeling situations, link-to-link networks tend to
require more data entry time, resources, and experience. By contrast, link-node architectures may
be easier to use. They may reduce the possibility of data entry error and facilitate the coding of
large networks in shorter time. Due to their inherent simplicity, link-node networks may be
easier to calibrate and may allow faster running times on the computer.

Orthogonal and Cardinal Directions
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Traffic simulation tools offer different recognition and treatment of orthogonal directions (e.g.,
left, through, right, left diagonal, right diagonal) and cardinal directions (e.g., north, south, east,
west, northeast, northwest, southeast, southwest). When the orthogonal and cardinal directions
are fully supported and recognized by a given tool, this can facilitate the data entry process, and
can make the output reports more intuitive.

However, the need to define directions may also be limiting. Some link-connector architectures
are direction agnostic, which gives them great flexibility to simulate unusual geometries. For
example, any upstream link can be allowed to feed any downstream link. This may allow lane-
by-lane input data and output data. It could allow simulation of an unlimited number of
intersection approaches. Ultimately, the fine-grained technical details associated with how a tool
handles orthogonal and cardinal directions can determine the proportion of real-world conditions
that can be simulated, ease of data entry, user-friendliness of output reports, interoperability with
other tools, and many other factors.

Source: FHWA.
Figure 68 illustrates an example of orthogonal and diagonal turn movement directions. The
treatment and recognition of diagonal movements varies widely among the tools; some tools do

not differentiate between left turns and right turns.

Left

Left Diagonal

Right Diagonal

Right
Source: FHWA.

Figure 68. Illustration. Orthogonal turn movement directions.

Source: FHWA.
Figure 69 and Source: FHWA.

Figure 70 illustrate cardinal directions.
Source: FHWA.
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Figure 69 shows the most common and conventional treatment, in
which northbound vehicles are assumed to move from the bottom of
the screen (or page) toward the top. However, some simulation
tools allow the user to select from many customized sets of cardinal
directions. For example, in Source: FHWA.

Figure 70, northbound vehicles are defined as moving from left to right. In most cases, cardinal
directions exist primarily for human understanding and interpretation. In other words, they would
not impact numeric simulation results as the orthogonal directions potentially could.
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Figure 69. Illustration. Conventional cardinal directions.
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Figure 70. Illustration. Customized cardinal directions.

Link Lengths and Horizontal Curvature

As stated earlier, the terms link and segment are somewhat interchangeable in traffic simulation
modeling. Collectively, segment lengths are a critical parameter that governs traffic simulation
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outcomes. Older traffic analysis tools were only able to model isolated intersections, linear
signalized arterials, linear freeway facilities, and two-dimensional (2D) grid systems with 90-
degree approaches. Today’s traffic simulation tools can model highly complex and unusual
roadway geometries, including all types of roadway curvature. This includes both horizontal and
vertical curvature. This subsection addresses horizontal curvature, while the next subsection
addresses vertical curvature (i.e., super-elevation and grade).

When discussing horizontal link curvature, it is helpful to differentiate between data entry
methods and simulation modeling methods. The actual simulation models, regardless of whether
they are at the microscopic, mesoscopic, or macroscopic levels of detail, may not explicitly or
automatically adjust vehicle speeds, accelerations, emissions, or other characteristics in response
to horizontal curvature in the network. Instead, the end user may be expected to calibrate input
parameters (such as free-flow speed, speed limit, acceleration/deceleration, car-following
behavior, and lane-changing behavior) on segments having significant horizontal curvature. In
some advanced simulation tools, the end user can specify advanced vehicle dynamics parameters
that would come into effect on segments having significant horizontal curvature.

Data entry methods for expressing horizontal curvature are thus used to produce more realistic
looking data entry maps (which can help to prevent data entry errors), and more realistic looking
traffic animations. Some tools offer many feature points along each segment. Although each
section of roadway is completely straight between feature points, a larger number of feature
points will still produce a curved appearance. Some tools assume link curvature if the link length
exceeds the (Pythagorean) computed distance between end points, although the degree of
curvature can be influenced by a user-specified radius of curvature. Finally, many tools use the
Bezier curve method of graphical curve drawing. In this case, the user can literally draw the
shape of the curve, and the software need only store the control point coordinates that are needed
to draw the curve.

Feature Points

Bezier Curve
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Radius of Curvature
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@

Source: FHWA.

Figure 71. Illustration. Common data entry methods for horizontal curvature.
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Super-Elevation and Grade

When discussing vertical link curvature and grade, it is again helpful to differentiate between
data entry methods and simulation modeling methods. Some simulation models automatically
and explicitly adjust vehicle accelerations, emissions, and saturation flow rates when those
vehicles encounter vertical grades in the network. Otherwise, a level link and a steep link would
produce identical outputs if they have the same input length. In some advanced simulation tools,
the end user can specify advanced vehicle dynamics parameters that would come into effect on
segments having significant vertical grades.

For proper modeling of vertical grades, some illustrative concepts and examples may be helpful.
First, regarding intersection operations, the parameters saturation flow rate and queue discharge
headway are highly correlated. Vertical grade tends to significantly impact both, in that climbing
a slope tends to increase headways (decreasing flow rates) whereas driving downhill tends to
decrease headways (increasing flow rates). Nominally, one could say that a 2-second headway
between vehicles would produce a saturation flow rate of 1,800 vehicles per lane per hour
(veh/In/hr), or that any per-lane saturation flow rate could be computed as 3,600 divided by the
discharge headway. In practice, an accurate estimate may not be that simple. The Highway
Capacity Manual (HCM) suggests recording the time of passage of the fourth and 10th vehicles
over several cycles. Ideally, discharge headways and saturation flow rates should be obtained
from local field measurements, but reasonable estimates are available through HCM methods
and/or State-specific guidelines. On freeways, vertical grade would have a similar effect (e.g.,
lower capacities on up-grades). Regarding acceleration, deceleration, and emissions, vertical
grades may particularly affect heavy vehicles. Even for passenger cars, some vehicle-specific
calibration may be warranted if the effects are not modeled automatically by the simulation tools
in question.

Beyond the simulation modeling methods, super-elevations and vertical grades may be
entered at the node and/or link levels. For rapidly changing vertical grades, splitting a
longer link into two links may allow for improved modeling and visualization. Some
simulation tools that support or allow 3D graphics (
Figure 72) allow z-coordinates to be entered in addition to the typical x- and y-coordinates, for
specific nodes and/or feature points.
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Figure 72. Screenshot. Example of 3D traffic animation.'*

Lane-Specific Data

Different simulation tools offer varying levels of support for lane-specific data and modeling.
Some are not capable of differentiating between lane-specific inputs (e.g., demands, speed limits,
saturation flow rates) or outputs (e.g., queue lengths, throughput, average speed), while others
require explicit data entry for each lane. Another set of simulation tools may assume equivalent
input data for each lane but provide optional data entry features to specify asymmetrical lane
characteristics when applicable. Some examples of lane-specific data are shown below.

Traffic volume demands. Discussion of lane-specific demand data is included later in this
chapter in section 7.5.

Saturation flow rates (or queue discharge headways). It is relatively rare for adjacent lanes to
exhibit significantly different saturation flow and queue discharge characteristics beyond turn
type (e.g., right-turning vehicles exhibit relatively large turning headways), for which queue
discharge effects may be handled automatically by the simulation tool. However, special data
entry may be needed in some cases. For example, the simulation user may need to indicate cases
where right-shoulder parking and/or pedestrian influence causes significant saturation flow
reductions in the right-most lane.

Channelization (i.e., allowed turn movements from each lane). Some
simulation tools may assume that turn movements are allowed from the left-
most or right-most lane at an intersection or at a ramp junction. However, in
many cases, the user will need to specify which turn movements are allowed
from each individual lane, as shown in Source: FHWA.

Figure 73.

14 ncstatefan888, VISSIM simulation (with 3D), March 25, 2015. https://www.youtube.com/watch?v=Cs0-u00OnhNk.
https://www.youtube.com/watch?v=Cs0-u00nhNk.
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Source: FHWA.

Figure 73. Diagram. Lane channelization for a five-lane approach.

Lane alignments. Lane alignment data are primarily applicable
to microsimulation, as shown in Source: FHWA.

Figure 74. If the user does not specify lane alignment data, the simulation tool may make
incorrect assumptions about the downstream lanes into which vehicles from an upstream lane
may enter. For example, an analyst might not align a southbound off-ramp lane (where vehicles
turn left onto a surface arterial) with the left-most eastbound arterial lane, because this lane leads
back to the freeway; by default, the simulation software may not make this distinction.

Source: FHWA.

Figure 74. Illustration. Lane alignments for a right-turning vehicle.

Speed limits or free-flow speeds. Some, but not all, simulation tools offer the ability to
define unique speed limits in each lane, as shown in © Texas Transportation Institute.

Figure 75.

'+I

© Texas Transportation Institute.
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Figure 75. Photo. Dynamic lane-specific speed limits on I-5.

Other simulation tools require entry of free-flow speeds instead of speed limits.
The simulation user may wish to review their tool’s definitions or relationship
between free-flow speeds and speed limits. For example, some tools may
assume a specific ratio of free-flow speed to speed limit, unless that ratio is
calibrated by the user. Finally, to reflect varying levels of aggressiveness among
drivers, microsimulation tools often assume a distribution of speeds, which can
be calibrated. One example of such a distribution is shown in Source: FHWA.

Figure 76.

Free-Flow Speed Percentages

Driver Type 1 2 3 4 5 B 7 g 9 10

% multiplier [75 81 |91 |94 |57 [100 107 [111 [117 [127
Source: FHWA.

Figure 76. Screenshot. Different free-flow speeds applied to different driver types.

Allowed vehicle types. In some simulation tools, the user can specify a percentage of vehicle
types using individual lanes. Practical applications of this may include:

e Heavy vehicles restricted from exiting at downtown area off-ramps.
e Heavy vehicles restricted from using the left-most freeway lane(s).
e Heavy vehicles biased towards using the right-most freeway lane(s).
e High occupancy vehicle (HOV) lanes.

e Toll plazas.

e Bus-only lanes.

Signal or sign control. In some tools, the sign or signal control may be specified for each
individual lane. For example, during a traffic signal cycle, when a through lane is given a red ball
indication, the adjacent turning lane may be given a green arrow at the same time. Similarly, the
adjacent lanes of a toll plaza may require fundamentally different settings for signal and/or sign
control.
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7.5 TRAFFIC DATA

Demands versus Volumes

Traffic demand volumes are naturally a critical input parameter for traffic simulations. Traffic
demands influence congestion levels in both the real and virtual worlds. These demand volumes
are sometimes entered by the user at entry nodes, intersections, off-ramps, and mid-block source
nodes. Many simulation tools also offer the ability to specify origin-destination (O-D) volumes.
Although the terms demand and volume are often (and sometimes inappropriately) used
interchangeably, it is critical the user enters demands instead of volumes. This is because
volumes observed in the field are only reflective of vehicles discharged, whereas demands
indicate how many vehicles are attempting to use the system. For undersaturated time intervals,
demands and volumes are assumed equal. By properly entering demands instead of volumes for
the oversaturated time intervals, excess demand vehicles will be able to enter the system at the
appropriate time. When volumes are entered instead of demands, simulated networks are less
likely to be oversaturated, and simulation results will tend to be overly optimistic. In fact,
graphical user interfaces for some simulation tools say “volume” on data entry fields where
demands should be specified.

© Wisconsin Department of Transportation.

Figure 77 illustrates an example of the common pitfall of entering volumes instead of demands.
The entry node in question leads into a two-lane freeway mainline, having a capacity of
approximately 2,200 vehicles per hour per lane. This means the effective 15-minute capacity is
approximately 1,100 vehicles total. Figure 77 shows that a total of 5,800 vehicle drivers would
like to enter the system between 4:45 and 6:00, but only a maximum of 5,400 could do so. If the
user entered field-observed volumes instead of demands, the excess 400 vehicles would never be
included in the computed performance measures and would never be simulated in the 6:00—7:00
time period. The result would be an overly optimistic simulation.

The pitfall of entering volumes instead of demands has affected many engineering analyses, such
that simulated networks were not producing failing levels of service as observed in the real
world. This also ties into the concept of trying to choose proper spatial and temporal limits for an
analysis, as discussed in OSpecifically, when the number of simulated time periods is insufficient
to capture the full duration of oversaturated conditions, overly optimistic simulation results may
result. Regarding units of measurement, demands are often entered in either vehicles per hour
(veh/h) or vehicles per time interval (veh/p). In some simulation tools, demands may be entered
in veh/h even for time intervals that do not last a full hour. In this case, they reflect the hourly
flow rate that exists during that time interval.
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Time Period Demand Volume

4:45-5:00 1000 veh 1000 veh olun 00 veh (Volume
5:00-5:15 1200 veh 1100 veh @
5:15-56:30 1400 veh 1100 veh

5:30-5:45 1200 veh 1100 veh

5:45-6:00 1000 veh 1100 veh 1160 veh (Demand

4:45.6:00 5800 veh 5400 veh 1080 veh (Volume

© Wisconsin Department of Transportation.
Figure 77. Illustration. Entry of demands or volumes at an entry node.

Origin-Destination Demands and Matrices

While the term demands generally refers to the number of vehicles whose drivers desire to use a
specific element in the transportation network, such as a road segment, an intersection or a
stretch of ramp, O-D demands denotes the number of vehicles departing from a designated traffic
analysis zone (represented by an origin node) at a specific time of day and heading for another
traffic analysis zone (represented by a destination node). An illustration is shown in Figure 78. It
is assumed that all trips are generated from and attracted to a single node located at the centroid
of a traffic analysis zone. Those nodes are defined as the origin nodes and destination nodes for
the respective traffic analysis zone. The green arrows in Figure 78 indicate the direction of O-D
demands between an origin node and destination node pair.

The set of origins and destinations are predetermined by modelers. They usually represent a
collection of infrastructure components with ingress and egress traffic, such as aggregated
residential zones and parking garages. O-D demand is often measured in vehicles per hour or the
total vehicles during a time interval. Static O-D demand refers to the number of vehicles among
all pairs of origins and destinations that depart from origins during a predetermined analysis
period, such as 7-8 a.m. Thus, static O-D demand can be represented by a matrix. O-D demand
can also be time dependent. Dynamic or time-varying O-D demand is the number of vehicles
among all pairs of origins and destinations that depart from origins during a time-of-day interval,
such as 7-7:15 am., 7:15-7:30 a.m., etc. Dynamic O-D demand can be represented by a series of
demand matrices, where each matrix represents O-D demand for a time-of-day interval. It is
important to note that the time dimension of O-D demand is generally defined based on
departure time from origin nodes, rather than arrival time to destination nodes, or any other
components along the routes of trips. Given the time-varying O-D demands matrix, the demand
and volume of an infrastructure component (e.g., a road segment or an intersection) at a time-of-
day interval can be estimated through traffic simulations based on route choices derived from
that matrix.

144



© 2019 Google® Maps. Overlay provided by Dr. Sean Qian, Carnegie Mellon

University.

Figure 78. Illustration. Origin-destination (O-D) demand among traffic analysis zones.

In © 2019 Google® Maps. Overlay provided by Dr. Sean Qian, Carnegie Mellon

University.

Figure 79 locations of origins and destinations in the Philadelphia region are plotted as an
example. Each origin and destination node is assigned with a unique identification (ID).
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Figure 79. Map. Locations of origins and destinations in the Philadelphia region.
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An example O-D demand matrix for the morning (AM) peak hour (7-8:00 a.m.)
is shown in © Dr. Sean Qian, Carnegie Mellon University.

Figure 80.
N destinations

Time period: 7:00am to 8:00 am
Destination ID

Origin ID 20101 20102 =
20101 NA 300 veh
20102 900 veh NA
20103 1000 veh 500 veh
N orig ins- 20104 2000 veh 400 veh
20105 1500 veh 500 veh

© Dr. Sean Qian, Carnegie Mellon University.

Figure 80. Illustration. Origin-destination (O-D) demand matrix for morning (AM) peak
hour in the Philadelphia region.

Intersection Turn Movement Demands

The most basic data entry for intersection turn movement demands involves entering hourly
demands for three basic turn movements (left, thru, right) at an intersection with four
approaches, for a total of 12 hourly demands. Beyond this, additional complexities could involve
specifying demands across multiple time intervals, intersections not having four approaches,
approaches at 45-degree angles, imbalanced demands at nearby intersections, local O-D data,
specifying demands in vehicles per period (flows) instead of per hour (flow rates), and
specifying turn movement percentages (instead of flows or flow rates).

Intersection turn movement demands are specified differently for each simulation tool. The data
entry format may depend on whether the underlying tool utilizes a link-node or a link-connector
architecture. Tools that implement a link-node architecture are intuitive and efficient for
capturing standard conditions, but sometimes have trouble adapting to complex conditions. For
example, at complex intersections, the differences between through movements, turn
movements, and diagonal movements may not be clear, and may need to be defined by the user.
Link-connector tools may be more adaptable to complex geometries, because the user simply
specifies feeding link ID numbers (and their flow rates).

Regarding imbalanced demands, vehicles in a simulation model are not
supposed to disappear. However, available volume data often do not produce
consistent or logical flows in the upstream and downstream directions,
regardless of whether those volumes were obtained in the field or from other
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models. Different tools may handle this dilemma in different ways. ©
TRANSYT-7F Users Guide.

Figure 81 illustrates the unadjusted volumes. Some tools assume the downstream volumes are
accurate, and automatically adjust upstream volumes or flow profiles to become consistent.
Other tools assume the opposite, and automatically adjust downstream flows. To avoid
unexpected results, it is preferable to balance these demands before they are entered.

upstream mid-block downstream
) b J :
coded 0 ‘
flows
75 EEE) o EEE) ) 740
o 1
50 400

© TRANSYT-7F Users Guide.
Figure 81. Diagram. The dilemma of unbalanced flows.

Because vehicles in a microsimulation model should not be created or destroyed simply due to
unbalanced demands, some tools simply convert the downstream demands to turn movement
percentages. For example, nearly identical results would be seen if the downstream demands in
Error! Reference source not found. were entered as 11 percent left, 58 percent thru, and 31
percent right. However, these default turn movement percentages may be overridden by O-D
demands entered at the local level (e.g., two, three, or four closely-spaced intersections) or the
networkwide level. O-D demands at the local level are sometimes called conditional turn
movements, and these are discussed in the next subsection.

Conditional Turn Movements

O-D demands at the local level are sometimes called conditional turn movements. These
optional input specifications, which are primarily applicable to microscopic traffic simulation,
can be used to make the simulation more realistic. Source: FHWA.

Figure 82 illustrates a typical condition that could be appropriately addressed by adding
conditional turn movements. At the intersection to the right, 30 percent of all eastbound vehicles
are making a left turn to enter the freeway. However, the vast majority of upstream drivers who
just exited the freeway do not wish to immediately reenter the freeway. Therefore, conditional
turn movements can be used to indicate that, for example, only 1 percent of all upstream,
southbound left-turning vehicles wish to make an eastbound left-turn maneuver at the
downstream intersection. The simulation tool must then ensure that more than 30 percent of
eastbound through vehicles at the upstream intersection make a subsequent eastbound left turn at
the downstream intersection, so the overall 30/70 turn movement split is preserved at the
downstream eastbound approach. Alternatively, the user may specify exact conditional turn
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movement percentages for all upstream and downstream turn movements, but this strategy is
more time consuming and prone to data entry errors.

E

€ Surface Arterial

Surface Arterial =

Source: FHWA.

Figure 82. Diagram. Example condition to be modeled by conditional turn movements.
Thus, common applications of conditional turn movements include:

e Preventing vehicles that just exited the freeway from immediately reentering the freeway.

e Preventing vehicles that just entered the freeway from immediately exiting the freeway.

e Preventing vehicles that just turned on to the surface arterial major street (from a side
street) from immediately turning off at the next downstream minor street.

e Lane utilization and pre-positioning (see next subsection).

Lane Utilization and Pre-Positioning

Lane utilization expresses the proportion of vehicles using each lane. On multilane freeways and
surface arterials, simulation tools usually assume equal or slightly unequal lane utilization unless
the user indicates otherwise, or unless vehicles unequally distribute themselves to achieve user-
specified downstream turn movement percentages. In macroscopic or mesoscopic simulation
tools, unequal lane utilizations may be calibrated using inputs such as the lane utilization
adjustment factor or single highest lane volume, and pre-positioning may not be relevant.
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Regarding microscopic simulation, the method for achieving unequal lane utilizations may
depend on whether the tool in question follows a link-node or a link-connector architecture.

In microscopic simulation tools with a link-connector architecture, each individual lane could be
classified as its own link, which would explicitly allow the user to specify a unique demand
volume for each lane. Microscopic simulation tools with a link-node architecture may allow
explicit specification of the proportion of vehicles in each lane or the proportion of vehicles for
each turn movement. If the tool is limited to only specifying the proportion of vehicles for each
turn movement, it may become necessary to define a duplicate or redundant turn movement (e.g.,
a 45-degree left-diagonal movement that feeds the same downstream node as a left-turn
movement), thus allowing a percentage of vehicles to be restricted to only lanes channelized for
that duplicate or redundant turn movement. In the

Figure 83 example shown below, eastbound vehicles at the right-most intersection could be
proportionally assigned to a left-turn lane and a left-diagonal lane, even though both lanes
ultimately make the same left turn.

i B 5§ N N N |
- - = ——— =8
N .

= — »

Figure 83. Illustration. Example of lane utilization and pre-positioning.

Pre-positioning behaviors could require additional data entry related to conditional turn
movements and lane channelization. For example, suppose eastbound vehicles in

Figure 83 have a tendency to move into the two left-most lanes far in advance of the freeway on-
ramp on the far right. The user would then use conditional turn movement input data to indicate
that nearly 100 percent of left-turn or left-most vehicles at the far-left intersection would proceed
to remain left-turn or left-most vehicles at the middle intersection, and that nearly 100 percent of
left-turn or left-most vehicles at the middle intersection would proceed to make a left turn to
enter the freeway at the right-most intersection. In conjunction with this, it is likely that nearly
100 percent of right-turn or right-most vehicles would be conditioned to move straight through at
the downstream intersection(s). Finally, at locations where vehicles exiting the freeway rarely
reenter the freeway immediately, the left-most lanes on the southbound approach at the far-left
intersection could be exclusively aligned with the right-most lanes on the eastbound surface
arterial.

Off-Ramp Exit Demands

Users of simulation must typically specify either the proportion (e.g.,
as shown in Source: FHWA.
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Figure 84) or the explicit number of vehicles that will exit at each off-ramp. In simulations
involving traffic assignment, the proportion of vehicles exiting at each off-ramp may be
determined by the traffic assignment procedure.

Complications may arise if:

e Different vehicle types require different off-ramp exiting percentages.

e Freeway congestion prevents vehicles from reaching the off-ramp, such that simulated
off-ramp flows differ from user-entered off-ramp flows. (Simulated off-ramp flows differ
from user-entered off-ramp flows for unknown reasons.)

e An imbalance exists between upstream and downstream flows.

s NN

Figure 84. Diagram. Off-Ramp Exit Volume Percentage.

Source: FHWA.

In cases where different vehicle types require different off-ramp exiting
percentages, some simulation tools allow the user to specify unique off-ramp
exiting percentages for each vehicle type. Perhaps heavy vehicles rarely use oft-
ramps in a specific large city center. Passenger cars and sport utility vehicles
(SUV) may be prohibited from exiting at way stations. In cases where simulated
off-ramp flows differ from user-entered off-ramp flows, a diagnostic or calibration
effort may be needed. Perhaps drivers tend to behave more aggressively at such
off-ramps in the real world; this is something that can be achieved and calibrated
through various input parameters. Or, perhaps the simulated congestion preventing
vehicles from reaching the off-ramp is unrealistic, and calibration is needed to
reduce the unrealistic congestion. In other cases, origin-destination flows may need
to be defined or revised, to override the default assignment of off-ramp vehicles.
Or, discrepancies between upstream and downstream flows may need to be
reconciled (e.g., © Wisconsin Department of Transportation.

Figure 85); this reconciliation could achieve proper flow balancing, conservation of flow, and
simulated off-ramp volumes.

150



84000 o500 7100 62001 7500 48001 4400 80600
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© Wisconsin Department of Transportation.

Figure 85. Diagram. Imbalanced upstream and downstream volume counts.

Vehicle Fleet Composition

A traffic simulation’s accuracy may be aided by realistic specification of vehicle fleet
composition and various vehicle type characteristics. Vehicle type characteristics may include
length, occupancy, moving headway, queued headway, acceleration/deceleration capability, fuel
consumption, emissions, free-flow speed, and managed lane transponders. Vehicle type
classifications may include passenger car, truck, bus, carpool, emergency vehicle, and advanced
technology vehicle. Clearly, some of these classifications may overlap, such as a certain
percentage of passenger cars that are carpools or a certain percentage of trucks that are
emergency vehicles.

Some simulations may assume uniform vehicle fleet compositions throughout the
network. Other simulations may support different vehicle fleet compositions within
subnetworks (e.g., 64-foot-long cargo trucks may rarely use a certain congested
signalized arterial). The user may be allowed to specify unique vehicle type
characteristics (e.g., percentage of trucks, carpools, and HOV vehicles) at each entry
node surrounding the traffic network. Some example vehicle fleet settings are shown in
Source: FHWA.

Figure 86.
e b
S GRe GiEb - il
Surface 25% 45% 25% 5% 0%
Freeway 10% 45% 35% 5% 5%
Headway Normal Normal Normal Large Large
Length 14 feet 18 feet 22 feet 35 feet 64 feet

Source: FHWA.
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Figure 86. Illustration. Example of vehicle fleet composition and settings.

The number of queued vehicles that may fit between a pair of traffic signals (or between closely
spaced interchanges) will depend on the vehicle lengths. Thus, the calibration of vehicle lengths
may affect the degree of queue spillback within a congested network. Heavy vehicles may
accelerate more slowly on roadway segments with a steep incline and may generate increased
pollutant emissions relative to the passenger cars. At toll plazas, certain vehicle types may be
restricted to certain lanes.

When buses are simulated, it may be necessary to define bus routes, bus stop locations, and time
headways between buses. Bus station characteristics may include average dwell times, dwell
time distributions, and bypass percentages.

Some simulation tools allow the user to specify unique O-D flow rates and/or percentages for
each vehicle type. This amount of data entry may be more time consuming, but may allow for
more accurate simulation outputs in traffic networks where different vehicle types are known to
choose significantly different paths through the network.

Driver Characteristics

The different characteristics of human drivers are on full display during the
animations of most microscopic simulations, and to a lesser extent within the
mathematical underpinnings of mesoscopic and macroscopic simulations. In
microsimulation, one example of a driver characteristic is the desired free-flow
speed. Some drivers have higher desired speeds than others. Some simulation tools
allow the user to calibrate the distribution of desired speeds. In mesoscopic and
macroscopic simulations, the discrepancy in desired speeds produces a certain
degree of platoon dispersion, which may also be subject to calibration. Another
example of a driver characteristic could be the average start-up lost time, which
occurs when a signal turns from red to green. Source: FHWA.

Figure 87 illustrates an example where the aggressive driver has a short start-up lost time (e.g.,

1.4 seconds), whereas the adjacent cautious driver has a longer start-up lost time (e.g., 2.8
seconds).
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Cautious Driver

Aggressive Driver

Source: FHWA.

Figure 87. Illustration. Aggressive driver and cautious driver reacting to a green light.

In some microscopic simulation tools, the level of driver aggressiveness may be expressed as a
driver type. Some simulation tools allow the user to calibrate the percentage of aggressive and
cautious drivers in the traffic network, as well as the numeric settings associated with each driver
type. The following is a sample list of driver-based characteristics:

e Free-flow speed.

e Start-up lost time.

Desired headway between vehicles.

Time required to make a lane change.

Distance required to make a lane change.

Acceptable gaps for permissive left turns and right turns on red.

Willingness to cooperate with other drivers (e.g., when blocking an intersection).

Headway and Saturation Flow Rate

On both freeways and surface arterials, the efficiency of traffic flow is highly sensitive to
headways between vehicles. Drivers maintain a minimum headway from the immediate
downstream vehicle while motionless in a standing queue (i.e., jam spatial headway), and
typically a larger minimum headway while moving (i.e., optimal spatial headway). Larger
headways tend to occur around heavy vehicles, as shown in Error! Reference source not
found.. Microscopic simulation tools may handle such headways by automatically applying a
default headway multiplier (e.g., 120 percent) to heavy vehicles. Macroscopic and mesoscopic
simulation tools may handle such headways by automatically adjusting link capacities and
saturation flow rates as a function of heavy vehicle percentages. Regardless of the modeling
methodology, vehicle headways and saturation flow rates should be calibrated to local conditions
wherever and whenever possible to ensure a realistic simulation.
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Source: FHWA.
Figure 88. Photo. Example of larger headways for heavy vehicles.

One example of vehicle headway calibration would involve closely spaced interchanges on a
freeway. During the peak commuting periods, drivers may follow more closely and aggressively
in such areas. Thus, a microscopic simulation tool may allow link-specific and time interval-
specific headway multipliers. Saturation flow rates are associated with signalized and un-
signalized intersection approaches. For example, a saturation flow rate of 1,895 veh/In/hr might
result from an average of 1.9 seconds of headway space between discharging vehicles.
Depending on the tool, the engineer may be expected to enter saturation flow rates or queue
discharge headways as inputs to the simulation model. Ideal (theoretical) saturation flow rates
may be reduced by friction factors such as narrow lane widths, uphill grades, heavy vehicles,
conflicting pedestrians, and buses, as described in the HCM.

7.6 CONTROL DATA

Pre-Timed Traffic Signal Control

Most simulation tools at the microscopic, mesoscopic, and macroscopic levels provide data
entry and modeling support for pre-timed traffic signals, which are also known as fixed-
time traffic signals. Pre-timed signals provide a guaranteed, fixed-cycle length for as long

as the timing plan remains in effect. Individual phase durations also remain fixed from
cycle to cycle. Many pre-timed signals are timed by time of day (TOD). This means, for
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example, that most green time in the morning could be given to movements going in the
direction of downtown, whereas most green time in the evening could be given to
movements leaving the direction of downtown. Therefore, some simulation tools provide
support for entering multiple pre-timed signal timing plans, and the user can specify
exactly when they take effect. There may also be a transition period between different
timing plans, and this period may be handled differently by different simulation tools.
Figure 98 shows one example of a data entry form for pre-timed signals.

Grn Wj Grn Fj Grn Wj Grn Wﬂ
Y6 vaft] valo] velt ]
Red[1 = Red[i = Red[1 = Red[1

L [[u
R E - 7
15 30 15 40

¢Ref

Figure 89. Screenshot. Sample data entry form for a pre-timed traffic signal.
Some additional considerations for pre-timed signals are as follows:

e When modeling such intersections, the simulation user may consider related parameters
such as the offset, reference interval, cycle length, start-up lost time, extension of
effective green time, and amber response. However, not all simulation tools support all of
these settings and parameters.

e Some simulation tools support the copying and pasting of a signal timing plan from one
intersection to another.

e For the simulation tools that support signal timing optimization, there may be additional
input parameters associated with optimization (e.g., minimum and maximum cycle
length, minimum phase time).

¢ In some simulation tools, users may define an actuated traffic signal, and then specify
max recall on each phase (to emulate pre-timed operation).

¢ In some simulation tools, the user may define pedestrian demands and/or pedestrian
signal timings (e.g., walk, flashing don’t walk).

Actuated Traffic Signal Control

For macroscopic and mesoscopic simulation tools, the modeling and data entry for actuated
traffic signals and pre-timed signals may be somewhat similar. The user may need to indicate
whether the actuated signal is coordinated or uncoordinated. Generally, if the signal is
uncoordinated, each signal phase is an actuated phase whose duration may fluctuate between a
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minimum green and maximum green value. If the signal is coordinated, the user may need to
specify the background cycle length, the offset (or yield point), and the major street direction
(i.e., north-south major street versus east-west major street). For microscopic simulation, the
modeling and data entry for traffic actuated signals may be substantially different. The phasing
sequence is typically specified in an 8-phase dual ring format (e.g.,

Figure 90). The number of input parameters is generally much larger, considering the controller
parameters (e.g.,

Figure 91), detector settings (see next page), and sometimes coordination settings (e.g.,

Figure 92) that must be entered for each actuated signal. Thus, the additional input data needed
for microsimulation of actuated signals requires more time and expertise from the end user. Data
entry errors and phase duration errors are more likely for actuated signals than for pre-timed
signals. Pre-processors may simplify the data entry process, but once the model is up and
running, it is preferable to replace the software default values with collected, real-world
parameter values. Ultimately, the degree of realism provided by microsimulation of actuated
signals is often very beneficial to engineering studies.
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Figure 90. Screenshot. Sample data entry form for traffic actuated phasing sequence.

[ | Mingreen | Maxgm | Yelow | AlRed | Wak | PedCr | Split% | Split | Passage 